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Visual recognition

• Image classification

• Object detection

• Object recognition

Slides credits: 
Juan Carlos Niebles and Ranjay Krishna, Stanford Vision and 
Learning Lab
Ali Farhadi, CSE 455, University of Washington



Visual Recognition

Object Verification

Is this a car?



Visual Recognition

Image Classification:

Is there a car in this picture?



Visual Recognition

Object Detection:

Where is the car in this picture?



Visual Recognition

Object Detection + Classification

Is there the car in this picture and where is it located?



Visual Recognition

Pose Estimation:



Visual Recognition

Activity Recognition:

What is he doing?What is he doing?



Visual Recognition

Object Categorization:

Sky

Tree

Car

Person

Bicycle

Horse

Person

Road



Visual Recognition

Person

Segmentation

Sky

Tree

Car





Recognition

• Design algorithms that have the capability to:

• Object  recognition

–Classify images or videos

–Detect and localize objects

–Estimate semantic and geometrical attributes

– Classify human activities and events

• Why is this challenging?



Face detection and recognition
Is it really so hard?
• changes in expression, lighting, age, occlusion, viewpoint

Detection Recognition “Sally”

Ali Farhadi CSE 455 – University of Washington



Object recognition
Is it really so hard?

This is a chair

Find the chair in this image Output of normalized correlation



Object recognition
Is it really so hard?

Find the chair in this image 

Pretty much garbage
Simple template matching is not going to make it



Image Classification: A core task in Computer Vision

Li, Johnson, Yeung, cs231n, Stanford 2019



Li, Johnson, Yeung, cs231n, Stanford 2019



Li, Johnson, Yeung, cs231n, Stanford 2019



Challenges 0: Too many categories



Challenges 1: view point variation

Michelangelo 1475-1564 slide by Fei Fei, Fergus & Torralba



Li, Johnson, Yeung, cs231n, Stanford 2019



Challenges 2: illumination

Li, Johnson, Yeung, cs231n, Stanford 2019



Challenges 3: occlusion

slide by Fei Fei, Fergus & Torralba 



Challenges 5: deformation



Challenges 4: scale

slide by Fei Fei, Fergus & Torralba 



Challenges 6: background clutter

slide by Fei Fei, Fergus & Torralba 



Challenges 7: object intra-class variation



Challenges 7: object intra-class variation

slide by Fei-Fei, Fergus & Torralba 



Object classification/recognition



Object classification/recognition



Object classification/recognition



Families of recognition algorithms

Bag of words models Voting models

Constellation models

Rigid template models

Sirovich and Kirby 1987

Turk, Pentland, 1991

Dalal & Triggs, 2006

Fischler and Elschlager, 1973

Burl, Leung, and Perona, 1995

Weber, Welling, and Perona, 2000

Fergus, Perona, & Zisserman, CVPR 2003 

Viola and Jones, ICCV 2001

Heisele, Poggio, et. al., NIPS 01

Schneiderman, Kanade 2004

Vidal-Naquet, Ullman 2003 

Shape matching

Deformable models

Csurka, Dance, Fan, Willamowski, and 

Bray 2004

Sivic, Russell, Freeman, Zisserman, 

ICCV 2005

Berg, Berg, Malik, 2005

Cootes, Edwards, Taylor, 2001

Neural networks

Le Cun et al, 98



Discriminative methods
Object detection and recognition is formulated as a classification problem. 

Bag of image patches

Decision 
boundary

… and a decision is taken at each window about if it contains a target object or not.

Computer screen

Background

In some feature space

Where are the screens?

The image is partitioned into a set of overlapping windows



• Formulation: binary classification

Formulation

+1-1

x1 x2 x3 xN

…

… xN+1 xN+2 xN+M

-1 -1 ? ? ?

…

Training data: each image patch is labeled
as containing the object or background

Test data

Features  x =

Labels y =

Where                 belongs to some family of functions

• Classification function

• Minimize misclassification error
(Not that simple: we need some guarantees that there will be generalization)



Object classification/recognition
Parametric Approach: Linear Classifier



Object classification/recognition
Parametric Approach: Linear Classifier



Object classification/recognition
Parametric Approach: Linear Classifier



Object classification/recognition
Parametric Approach: Linear Classifier



Object classification/recognition
Parametric Approach: Linear Classifier





Discriminative methods

106 examples

Nearest neighbor

Shakhnarovich, Viola, Darrell 2003
Berg, Berg, Malik 2005
…

Neural networks

LeCun, Bottou, Bengio, Haffner 1998
Rowley, Baluja, Kanade 1998
…

Support Vector Machines and Kernels Conditional Random Fields

McCallum, Freitag, Pereira 2000
Kumar, Hebert 2003
…

Guyon, Vapnik

Heisele, Serre, Poggio, 2001
…



Object classification/recognition



Object classification/recognition









































Bias versus variance

• Components of generalization error 
• Bias: how much the average model over all training sets differ from the true model?

• Error due to inaccurate assumptions/simplifications made by the model

• Variance: how much models estimated from different training sets differ from each other

• Underfitting: model is too “simple ” to represent all the relevant class characteristics

- High bias and low variance

– High training error and high test error

• Overfitting: model is too “complex” and fits irrelevant characteristics (noise) in the data

– Low bias and high variance

– Low training error and high test error

















Classification metrics

• Precision versus recall

• Precision:

–how many of the object detections are correct?

• Recall:

–how many of the ground truth objects can the model detect?

• F1 score: useful when you want to seek a balance between Precision and Recall













Non-maximal suppression (NMS)

Many detections above threshold. Detections after NMS.



Example: Dalal-Triggs pedestrian detector

1. Extract fixed-sized (64x128 pixel) window at each position 
and scale

2. Compute HOG (histogram of gradient) features within each 
window

3. Score the window with a linear SVM classifier

4. Perform non-maxima suppression to remove overlapping 
detections with lower scores

Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05



Image features:

Bin gradients from 8x8 pixel neighborhoods into 9 
orientations

(Dalal & Triggs CVPR 05)

Histograms of oriented gradients (HOG)

Source: Deva Ramanan



Slides by Pete Barnum Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05



• Tested with
• RGB

• LAB

• Grayscale
Slightly better performance vs. grayscale



uncentered

centered

cubic-corrected

diagonal

Sobel

Slides by Pete Barnum Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05

Outperforms



• Histogram of gradient orientations

• Votes weighted by magnitude

• Bilinear interpolation between cells

Orientation: 9 bins (for 
unsigned angles)

Histograms in 8x8 
pixel cells

Slides by Pete Barnum Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05



Normalize with respect to 
surrounding cells

Slides by Pete Barnum Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05



X=

Slides by Pete Barnum Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05

# features = 15 x 7 x 9 x 4 = 3780 

# cells

# orientations

# normalizations by 
neighboring cells



Histograms of oriented gradients (HOG)



Training set



A Support Vector Machine (SVM) learns a classifier with the form:

Where {xm, ym}, for m = 1 . . .M, are the training data with xm being
the input feature vector and ym = +1,-1 the class label. k(x, xm) is the kernel and it can 
be any symmetric function satisfying the Mercer Theorem. 

The classification is obtained by thresholding the value of H(x).

There is a large number of possible kernels, each yielding a different
family of decision boundaries: 

• Linear kernel: k(x, xm) = xT xm

• Radial basis function: k(x, xm) = exp(−|x − xm|2/σ2).
• Histogram intersection: k(x,xm) = sumi(min(x(i), xm(i)))

SVM



Slides by Pete Barnum Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05

pos w neg w



Linear SVM

f(x) = (w . x + b) 

w

margin



Scanning-window templates
Dalal and Triggs CVPR05 (HOG)

w·x > 0

w
w = weights for orientation and spatial bins

Papageorgiou and Poggio ICIP99 (wavelets)

neg

pos

Source: Deva Ramanan



How to interpret positive and negative weights?
w·x > 0

(wpos - wneg)·x > 0

wpos·x > wneg·x

>

Right approach is to compete pedestrian, pillar, doorway... models

Pedestrian 
template

Pedestrian 
background
template

Background class is hard to model - easier to penalize particular vertical edges

wpos,wneg = weighted average of positive, negative support vectors

Source: Deva Ramanan



pedestrian

Slides by Pete Barnum Navneet Dalal and Bill Triggs, Histograms of Oriented Gradients for Human Detection, CVPR05



Histograms of oriented gradients
Dalal & Trigs, 2006

x Not a person

x person



Detection examples





Each window is separately classified




