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A B S T R A C T   

Additive manufacturing (AM) has emerged as a disruptive digital manufacturing technology. However, its broad 
adoption in industry is still hindered by high entry barriers of design for additive manufacturing (DfAM), limited 
materials library, various processing defects, and inconsistent product quality. In recent years, machine learning (ML) 
has gained increasing attention in AM due to its unprecedented performance in data tasks such as classification, 
regression and clustering. This article provides a comprehensive review on the state-of-the-art of ML applications in a 
variety of AM domains. In the DfAM, ML can be leveraged to output new high-performance metamaterials and 
optimized topological designs. In AM processing, contemporary ML algorithms can help to optimize process para-
meters, and conduct examination of powder spreading and in-process defect monitoring. On the production of AM, 
ML is able to assist practitioners in pre-manufacturing planning, and product quality assessment and control. 
Moreover, there has been an increasing concern about data security in AM as data breaches could occur with the aid 
of ML techniques. Lastly, it concludes with a section summarizing the main findings from the literature and providing 
perspectives on some selected interesting applications of ML in research and development of AM.   

1. Introduction 

1.1. Additive manufacturing 

Additive manufacturing (AM) is a disruptive digital manufacturing 
technology to make 3D objects, usually layer upon layer, according to 
computer-aided design (CAD) models. Compared to conventional man-
ufacturing technologies, it has the advantages of fabricating intricate 
parts with complex geometries and designs, unique microstructures and 
properties, as well as reduced lead time and cost. Therefore, in recent 
years, AM has attracted a great deal of research interest in both academic 
research and industrial applications worldwide. 

According to the ASTM F42, AM processes can be broadly classified 
into 7 categories [1]. The AM techniques involving Machine Learning 
(ML) in this article mainly fall under 3 classes of technology, namely 
powder bed fusion (PBF), directed energy deposition (DED) and mate-
rial extrusion, as they are currently the mainstream AM processes that 
have attracted great attention in both academic research and industrial 
applications (see Fig. 1). Although ML has also been applied in other 
AM processes such as materials jetting [2] and stereolithography [3], 
these research works are not very relevant to the focus of this article 
hence they are not specifically discussed here. 

Under the PBF category, a laser or electron beam is used as the energy 
source to selectively melt powder bed which is uniformly spread by re- 
coating layer by layer [4–6]. In the DED process, a focused laser beam melts 
the continuous powder stream or wire which are fed from the deposition 
nozzle into the melt pool in order to fabricate near-net-shape parts [7,8]. One 
typical material extrusion process is fused deposition modelling (FDM). The 
filament is fed into the liquefier head by a driver gear and is subsequently 
heated to the glass transition state. The semi-liquid filament material is then 
deposited from the extrusion nozzle to print parts layer by layer [9]. 

1.2. Machine learning 

ML is an artificial intelligence (AI) technique that allows a machine 
or system to learn from data automatically and make decisions or 
predictions without being explicitly programmed. In research, ML is 
gaining popularity in medical diagnostics [10–12], material property 
prediction [13–15], smart manufacturing [16–18], autonomous driving 
[19–21], natural language processing [22–24] and object recognition 
[25–27]. ML algorithms are commonly categorized as supervised, un-
supervised and reinforcement learning. 

Supervised learning enables a computer programme to learn from a 
set of labelled data in the training set so that it can identify unlabelled 
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data from a test set with the highest possible accuracy [28]. The da-
tasets can be in a variety of forms including forms of images [29,30], 
audio clips [31,32] or text [33]. There is an objective function known as 
cost function, which calculates the error between the predicted output 
values and the actual output values. In the training process, the para-
meters (or weights) between neurons in adjacent layers are updated in 
order to reduce the cost function after each iteration (or epoch) [34]. In 
the testing process, the previously unseen new data, i.e. test set, is in-
troduced to provide an unbiased evaluation of the model’s accuracy. 

Unsupervised learning infers from unlabelled data [35,36]. It is a 
data-driven ML technique which can uncover hidden patterns or group 
similar data together (i.e. clustering) in a given random dataset [37]. 
Unsupervised learning is widely used in anomaly detection [38], re-
commendations systems [39], and market segmentation [40,41]. 

Reinforcement learning is a semi-supervised ML paradigm which 
allows the model to interact with the environment and learn to take the 
best actions that can yield the greatest rewards [42]. It requires no 
training dataset, and the model learns from its own actions. Re-
inforcement learning is popularly adopted in robotic arms [43,44], 
autonomous cars [45,46], and AlphaGo [47–49]. 

The terminologies of the ML algorithms that are mentioned in this 
overview article can be found in the Appendix. Readers are suggested to 
refer to the recommended textbooks or research papers in this table to 
gain more insights into the details of each ML algorithm. 

This paper aims to provide a state-of-the-art review of applications 
of ML techniques in various domains of AM production practices from 
the most recent literatures as well as our perspectives on some im-
pactful research directions that are still on-going or may occur in the 
future. To clearly elucidate the benefits of using ML in AM, we broadly 
classify the applications into 3 categories, namely design for additive 
manufacturing (DfAM), AM process and AM production, as illustrated 
in Fig. 2. This is to reflect a logical sequence from design, process op-
timization and in-process monitoring, to manufacturing planning, 
product quality control and data security that are closely linked to 
overall production concerns. 

2. Machine learning in design for additive manufacturing 

DfAM significantly differs from the design principles commonly 
practised in conventional manufacturing due to its boundless design 
freedom. Here, the applications of ML in DfAM will be elucidated in two 
aspects, namely material design, and topology design. 

2.1. Material design 

For decades, materials scientists and engineers have invented a wide 
variety of composites with properties that are not found in nature but 
exceed their constituent bulk materials, which are often referred to as 
metamaterials. However, designing metamaterials manually by the 
Edisonian approach is very challenging and exhaustive. This is due to 
the astronomical number of possible combinations. With the aid of the 
contemporary ML techniques, the discovery process of metamaterials 
can be significantly expedited [50]. The recent advancement of ML 
allows material scientists and engineers to leap from predicting mate-
rial properties [13,51] to designing novel metamaterials [52,53]. 
Moreover, AM techniques can materialize the designs that were un-
feasible to fabricate, as demonstrated in many researchers’ works 
[54–57]. 

The potential for the synergy of state-of-the-art ML in materials 
design and AM techniques remains relatively unexploited. Chet et al. 
[58] developed a completely automated process to discover optimal 
structures for metamaterials, which were later experimentally validated 
by selective laser sintering (SLS) process with the PEBA2301 elastic 
material (see Fig. 3). It is envisioned that given the desired elastic 
material properties, i.e. Young’s modulus, Poisson’s ratio and shear 
modulus, the system can generate bespoke microstructure that matches 
the specification by means of ML. Gu et al. [50] randomly generated 
100,000 microstructures by using 3 types of unit cells on an 8 by 8 
lattice structure, which correspond to less than 10−8 % of all the pos-
sible combinations. Convolutional neural networks (CNN) was then 
applied to train the database where mechanical properties were cal-
culated by finite element method (FEM) and created new micro-
structural patterns of a composite metamaterial that was 2 times 
stronger and 40 times tougher. Their designs were validated by multi- 
material jetting AM process (see Fig. 4). One highlight is that calcu-
lating the mechanical properties took FEM simulation approximately 5 
days, while it only needed 10 h for CNN to train and less than 1 min to 
output the same amount of data. 

2.2. Topology design 

Unfortunately, the relevant research work of using ML in topology 
design for AM is still limited. Yao et al. [59] proposed a hybrid ML 
approach for AM design feature recommendation during the conceptual 
design stage using hierarchical clustering (unsupervised ML) together 

Fig. 1. Chart of the 3 classes of AM processes that are involved with ML techniques.  
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with support vector machines (SVM). One case study is demonstrated in  
Fig. 5. However, this work only replaced the bulky structures in the 
original design with lightweight structures imported from a database, 
which did not involve any topology optimization (TO) processes. 

TO is a systematic method that generates structures by optimizing 
the material distribution within a given design space subject to specific 
loads and constraints [60]. Typically, conventional TO process may 
require numerous iterations of design and prototyping and is thus 
computationally demanding particularly for large-scale, complicated 
structures. ML models, particularly for very deep neural networks, also 
face this challenge during the training phase. However, once the ML 
models are well trained, they can output favourable designs quickly 
without having to start from scratch, which enables the ML-centric 
method to serve as a complementary alternative to the conventional TO 
approach. 

To solve a mechanical problem, CNN was used to train the inter-
mediate topologies received from conventional TO processes. i.e. the 
TO solver was stopped at an intermediate stage after only a few itera-
tions, in order to predict the optimized structures [61]. It was found 
that the trained CNN model could predict the final topology optimized 
structures up to 20 times faster with some rare pixel-wise changes as 
compared to the standard simplified isotropic material with 

penalization (SIMP) approach. The proposed pipeline could also be 
applied to solve heat conduction problems, and it outperformed SIMP 
results in speed and binary accuracy with thresholding. It proves the 
strong generalizability of the CNN model without relying on the ex-
pertise of the nature of the problem. Banga et al. [62] extended this 
method to generate 3D structures. Once trained, it is able to virtually 
predict the final structures instantaneously with an average binary ac-
curacy of 96.2 % and 40 % reduction in time when the FEM-based SIMP 
method was employed solely. The optimized structures can also be 
predicted without any SIMP iterations, which was achieved by the 
generative adversarial network (GAN) coupled with other deep learning 
techniques [63,64]. GAN is an approach to generative modelling using 
advanced deep learning methods [65]. Given the constraints and con-
ditions, a well-trained GAN model can generate a large number of un-
seen designs with complex structures that satisfy the design require-
ments. Some case studies are illustrated in Fig. 6. It should be noted that 
all the training data were still produced by the conventional TO pro-
cess. Hence, ML cannot substitute the conventional TO approach but to 
downstream the iterations and speed up the optimization process. Be-
sides, the ML-based TO approach could be used for a rough, quick 
prediction of preliminary results instead. However, the works reported 
above have not been adopted in AM yet. 

Fig. 2. Applications of ML techniques in various domains of AM research works.  

Fig. 3. A computational pipeline for the discovery of extremal microstructure families given the desired elastic material properties [58].  
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3. Machine learning in additive manufacturing process 

3.1. Process parameter optimization 

Traditionally, process parameter development and optimization are 
implemented by design of experiment or simulation methods to addi-
tively manufacture new materials. Nevertheless, the design of experi-
ment approach usually involves trial-and-error, which is time-con-
suming and costly, particularly for metal AM [4,66–68]. The physical- 
based simulation can reveal the underlying mechanism for the forma-
tion of specific features during processing, e.g. melt pool geometry, 
keyhole, microstructure. Nevertheless, macro-scale simulations, e.g. 
FEM, may suffer from discrepancies with experimental results due to 
the simplified assumptions [69]. The increasingly more sophisticated 
techniques, e.g. computational fluid dynamics, usually focus on single 
tracks [70] or a minimal number of tracks and layers [71]. This makes 
it challenging to predict the mechanical properties of the parts at a 
macro scale or continuum. Therefore, many researchers have explored 
the feasibility of introducing ML approaches to solve the above-men-
tioned challenges in process optimization of metal AM, as summarized 
in Table 1. It is found that under the various AM processes, ML was 
mainly used to link their key process parameters to the quality in-
dicators at two levels, namely mesoscale level (i.e. porosity or relative 
density, melt pool geometries) and macroscale level (i.e. mechanical 
properties). Moreover, some researchers applied ML to construct pro-
cess maps, which could serve as an excellent visualization tool to 
identify the process windows. 

At the mesoscale, single tracks act as the fundamental building 
blocks of high-energy AM processes. The melt pool morphology, such as 
geometry, continuity and uniformity, can largely influence the final 
product quality. Therefore, multi-layer perceptron (MLP) was utilized 

to predict the melt pool geometry (particularly width, depth and 
height) for powder-based [84] and wire-based [82,83] DED processes 
based on limited experimental datasets. The melt pool geometries were 
hence closely linked to the process parameters. This implies that a 
specified melt pool geometry is achievable by controlling the process 
parameters in a reverse way. To better visualize the linkage, Tapia et al. 
[74] introduced a Gaussian process-based (GP) surrogate model to 
construct 3D response maps of melt pool depth versus process para-
meters, as illustrated in Fig. 7(a)–(c). The process window can, there-
fore, be determined to avoid the undesirable keyhole mode melting. It 
should be noted that the 139 data points used in the study were ob-
tained from a combination of their own one experimental dataset and 
two additional datasets from the published literatures. Moreover, a few 
ad hoc filters were put in place to remove outliers, leading to a total of 
96 valid data points. Their prediction error of 6.023 μm is acceptable as 
they were comparable to the errors occurred in data collection process. 

Another critical concern at mesoscale is the porosity of AM-built 
parts. In metal AM, achieving full density is the primary objective, as 
the porosity significantly affects the mechanical performance of parts, 
especially fatigue properties [92]. MLP is able to model complex non- 
linear relationships while hardly interpreting how it makes the pre-
diction. Moreover, GP usually can estimate the uncertainties in pre-
diction results, but the process is more computationally expensive given 
the same amount of input data as MLP. Hence, MLP [73], as well as GP 
coupled with Bayesian methods [78], were adopted to predict the 
porosity based on the combinations of process parameters in selective 
laser melting (SLM), as depicted in Fig. 7(d)–(e). Moreover, open por-
osity is required in some cases, such as auxetic structures for energy 
absorption and porous structures for medical implants. In SLS proces-
sing of PLA material, SVM and MLP techniques were explored to predict 
the open porosity [80]. Multi-gene genetic programming (MGGP) is an 

Fig. 4. Tougher and stronger materials could be designed by optimizing the microstructures by ML [50].  

Fig. 5. Remote control racing car case study: existing designs of the target components vs. re-designed components additively manufactured by SLM after im-
plementing hybrid ML approach for AM design feature recommendation [59]. 
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evolutionary approach that can automatically evolve the model struc-
ture and its coefficient while one disadvantage is that its generalization 
ability is limited. In the context of printing a 58 wt%HA +42 wt%PA 
powder mixture using SLS, an ensemble-based MGGP with higher 
generalization ability was established to achieve desired open porosity 
values by regulating the process parameters [81]. 

The macro-scale properties of AM-built parts can also be analyzed by 
the ML approach. Adaptive-network-based fuzzy inference system 
(ANFIS) usually can only handle relative truths. Hence it is good for the 
assessment of fatigue properties due to many uncertainties involved in 
the fatigue process. Zhang et al. [72] collected 139 fatigue data from 
SS316 L parts processed by the same SLM machine under a total of 18 
varying processing conditions. They successfully applied ANFIS to pre-
dict the high-cycle fatigue life with root mean squared errors of ∼ 11–16 
% using two models: the ‘process-based’ model (printing process para-
meters and heat treatment temperatures) and the ‘property-based’ model 
(ultimate tensile strength and elongation). However, the performance of 
their models was downgraded when they attempted to use the trained 
model to predict fatigue life using the 66 data points collected from 
published literature data, which was mainly due to the machine-to-ma-
chine variability. Hence, it is suggested to incorporate both experimental 
and literature data in model training in order to improve its general-
isation capability. According to Wang et al. [66], observing the top build 
surface condition can help to narrow down the process window for 
electron beam melting (EBM). SVM performs well particularly when the 
margin of separation between classes is clear, while the drawback is that 
it is easy to overfit. Hence, Aoyagi et al. [78] proposed a simple method 
to construct process maps for EBM out of only 11 samples. The SVM 
classifier was trained to correlate process parameters (beam current and 
scan speed) to surface conditions (see Fig. 8). However, it should be 
noted that SVM in their work was only used for data fitting in order to 
plot the decision boundaries. It was challenging to allocate a test set to 
evaluate the accuracy of the entire model as their data set was too small. 
Recurrent neural networks (RNN) is used for times series forecasting. 
Therefore, considering the temporal dependency of the input data, RNN 
was used to train FEM data in order to predict the high-dimensional 
thermal history of complex parts in DED process, as demonstrated by 
Mozaffar et al. [69]. Moreover, Lu et al. [85] attempted both MLP and 
SVM to predict depositing height of thin walls for DED. 

In the material extrusion-based AM process, the focus of research is 
macro-scale mechanical properties. In FDM, the process parameters 
that were extensively investigated include layer thickness, print tem-
perature, raster angle and build orientation. In this process, the most 
prevailing ML approach is MLP. A properly trained MLP shows super-
iority in capturing the non-linear relationship of the system for data 
fitting and estimation capabilities. Hence, it was vastly employed to 
predict tensile properties [89], compressive strength [91], wear rate 
[90], dynamic modulus of elasticity [88], creep and recovery properties 
[86] of PLA and PC-ABS materials. Moreover, Jiang et al. [87] applied 
MLP to predict the maximum printable bridge length in order to 
minimize the usage of support materials. 

3.2. Powder spreading characterization 

In PBF process, the degree of uniformity for powder spreading plays 
a vital role in the quality of the final parts. Improper powder spreading 
may introduce various defects or even lead the entire build to fail due to 
warping or swelling. Powder spreading defects can be manifold, e.g. re- 
coater striking curled-up or humped parts, re-coater dragging con-
taminants, re-coater blade damage, debris over powder bed. Moreover, 
it is highly desirable to eliminate the need for human-created detectors 
for specific anomalies. To this end, a system for autonomous detection 
and classification of powder spreading defects during the entire build 
was introduced. With the aid of contemporary computer vision tech-
nique, Scime and Beuth applied k-means clustering [93] and multi-scale 
CNN [94] to train the system to correctly classify the powder-bed image 
patches into 7 types, based on the images captured during SLM process 
(see Fig. 9). This methodology also paves the way for in-process recti-
fication of defects in the AM process when a feedback control system is 
implemented. 

3.3. In-process defect monitoring 

Currently, the AM process still suffers from various processing-re-
lated defects such as cracks, delamination, distortion, rough surface, 
lack of fusion, porosity, foreign inclusions, process instability (keyhole, 
balling). These defects usually originate from the layer-wise material 
deposition process. Some may propagate from one layer to the 

Fig. 6. (a) CNN was used to predict the optimized structures from the intermediate topologies which served as inputs. The predicted results are compared with 
ground truth, which is obtained from conventional TO methods [61]. (b) The same approach is extended for 3D structures [62]. (c) GAN was used to generate TO 
structures. [64]. 
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subsequent layers, causing the entire build to fail. Hence, in-process 
monitoring plays a crucial role. Researchers have dedicated tremendous 
efforts to monitoring defects during printing, which involves a series of 
tedious steps and low fidelity. In this regard, ML provides a novel route 
for tackling the challenges, as compiled in Table 2. It should be noted 
that acoustic signals used for acoustic-based monitoring mainly origi-
nate from plasma in SLM processing and audible stepper motor in FDM 
processing, respectively. In optical-based monitoring, the inputs are 
mainly plume and spatter signatures, melt pool profiles and intensity, as 
well as layer-wise surface images captured by a variety of cameras and 
sensors. One interesting observation is that the real-time computed 
tomography (CT) inspection can become available by incorporating ex- 
situ CT scanning into in-process monitoring with the aid of ML tech-
niques, as demonstrated by a few works which will be discussed below. 

3.3.1. Acoustic-based monitoring 
Acoustic signals show some advantages over optical signals as the ex-

isting sensors are highly sensitive and relatively cost-effective [96]. They can 
also provide a high temporal resolution allowing for tracking the location of 
defects more accurately. Moreover, it is faster to process 1D acoustic data as 

compared to 2D image data or 3D tomography data. However, the back-
ground noise is noticeable for many AM processes, in particular for the laser 
metal AM processes with inert gas environment. Therefore, the ML-based 
intelligent monitoring could provide a better solution. 

Recently, acoustic signals collected from the plasma that is gener-
ated at powder bed surface have been used for in-process monitoring in 
PBF process. The underheating or overheating of metal powder may 
change the surface temperature of parts, thus changing the plasma 
density. The variation of plasma density together with the fluctuation of 
atmospheric pressure in the enclosed chamber influences the acoustic 
intensity. Based on this principle, Ye et al. [95] used a microphone to 
collect acoustic signals, followed by applying deep belief networks 
(DBN) to recognize melt track conditions (balling, normal, overheating) 
for SLM process. As compared to the traditional ML methods which 
involve many sequential steps (e.g. data processing, denoising and 
feature extraction), DBN can simplify and accelerate the processing by 
generative pre-training and discriminative fine-tuning (see Fig. 10). 
Shevchik et al. [96] adopted a high-sensitivity fibre Bragg grating 
sensor with a sampling rate of 1 MHz embedded in Concept M2 system 
to gather airborne acoustic signals for SLM process. Particularly, in 

Fig. 7. GP-based model for mesoscale characteristics prediction of the parts fabricated by SLM. SS316 L samples [74]: (a) Optical micrograph of the single track. (b) 
melt pool depth prediction from experiments (c) and from the simulation. SS17-4 PH samples [75]: (d) As-built test coupons. (e) Spatial behaviour of the observation 
across the grid of process parameters (white values mean no test coupons in that location). (e) Porosity prediction at any desired power-speed combinations. 

Fig. 8. SVM used for predicting macro-properties of EBM-built parts [78]. (i) Top surface conditions the samples printed under 12 different process parameters. (ii) The 
corresponding cross-sectional micrographs of each sample. (iii) A process map was constructed to optimize process parameters to print parts with low porosity and good surface. 
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order to achieve a balance between the spatial resolution in defect 
detection and the classification accuracy, the time span for each run-
ning window (RW) was configured to be 160 ms. Each class of the 3 
porosity levels was equally represented by 300 patterns with no over-
lapping RW between training and testing datasets. Spectral CNN was 
utilized to classify parts with different porosity levels with an accuracy 
range of ∼ 83–89 %. 

In the FDM process, the acoustic waves emitted from the extruder 
and printed parts can be detected by sensors. Wu et al. [97] applied the 
K-means clustering to differentiate normal and failed printing process, 
as the change in acoustic feature patterns reflects the occurrence of 
anomalies. Besides, they achieved the same objective by employing the 
hidden semi-Markov model with reduced feature dimensions and faster 
data processing [98]. 

3.3.2. Optical-based monitoring 
Optical-based techniques are the most widely adopted in-process 

monitoring methods in the AM community. Digital cameras, high-speed 
cameras and infrared (IR) thermal cameras are commonly used to 
capture the optical signals. In some cases, photodiodes and pyrometers 
can provide supplementary information. Usually, signatures of the 
plume and spatter, shape and temperature profiles of melt pools, top 
build surface images, are collected as the inputs layer by layer. 
Considering the high feature dimensions of the images, ML is gaining 
the popularity in in-process monitoring of AM processes. 

In the high-temperature melting of laser metal PBF process, the 
plume would be generated due to the ionization of metallic vapour ori-
ginating from the melt pool surface. Meanwhile, the recoil pressure may 
drive some liquid drops to vertically escape at high velocity, thus forming 
spattering. Although plume and spattering can disturb melt pools, they 
can provide useful information to access process stability as they are by- 
products of laser-material interactions. Hence, Grasso et al. [100] in-
tegrated the acquisition of plume images from IR camera with a sampling 
frequency of 50 Hz and a spatial resolution of 320 × 240 pixels. An 
unsupervised ML technique was used to automatedly detect unstable 
melt pool states for zinc powder in SLM. Particularly, the dataset consists 
of 14 non-consecutive layers in SLM processing acquired in IR image 
streams. The first 4 layers near the bottom region of the sample were 
used for training, and the next 10 layers were used for monitoring by a 
control chart. The thermal images were normalized to grayscale, and the 

regions of interest were extracted by image thresholding and segmen-
tation, so that only the relevant portion of the image was used for 
monitoring in order to effectively reduce processing time and computa-
tional cost. Similarly, Ye et al. [104] employed plume and spatter sig-
natures acquired by IR camera to classify 5 different melting states with 
MLP, CNN and DBN models (see Fig. 11). Here, DBN demonstrates high 
accuracy (≈83.4 %) with little signal pre-processing, less parameter 
selection and feature extraction. In the work performed by Zhang et al. 
[99], plumes and spatters were captured together with melt pool by a 
high-speed camera, as the combination of these three objects can sig-
nificantly improve the classification accuracy for melt pool anomalies. In 
their work, CNN outperforms SVM as it can automatically extract fea-
tures from raw data without prior expert knowledge. 

Melt pool images are the most informative process signatures for in- 
process monitoring, as the shape and temperature of melt pools de-
termine the occurrence of defects and dimensional accuracy. The typical 
layout of the sensors installed in AM systems is schematically illustrated 
in Fig. 12. Melt pool images can be acquired by high-speed (to capture 
shape) and IR cameras (to capture temperature profile). Kwon et al. 
[105] used the high-speed camera to simultaneously collect melt pool 
images and location information under different laser powers in the SLM 
process. Deep neural networks were applied to accurately classify melt 
pool images concerning different laser powers, as it resulted in different 
levels of porosity. Supervised ML methods, including MLP and SVM, 
were applied to differentiate the distinctive thermal signatures of melt 
pool of overhang sections from bulk sections [103]. As the intensity 
profiles of melt pool images pixels of overheated regions significantly 
differ from the normal melting state, k-means clustering was used to 
detect and locate such defects [108]. To bridge the gap between un-
supervised ML and supervised ML, bag of words (a method for feature 
extraction) was used to identify in-situ flaw formation signatures from 
melt pools, while SVM was used to build the linkage of in-situ and ex-situ 
morphologies to classify features of melt pools during the fusion of 
overhangs [101] (see Fig. 13a). In some practical applications, com-
pletely labelled information may be very expensive or not available, for 
example, fatigue testing. Using a Gaussian mixture model, both labelled 
(with corresponding ultimate tensile strength) and unlabelled (without 
corresponding ultimate tensile strength) melt pool data can be leveraged 
to detect faulty AM builds with low tensile strengths [106]. This paves a 
promising way towards automated certification of AM builds with a 

Fig. 9. Flowchart of the implementation of the multi-scale CNN for autonomous anomaly detection in the SLM process. (i) One layer of powder bed with various 
anomalies. (ii) The architecture of the multi-scale CNN. (iii) Anomalies in this layer are classified into different types [94]. 
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Fig. 10. Using acoustic signals with DBN for defect detection in SLM processing. (a) The machine setup for collecting acoustic signals, which are later fed into (b) 
DBN to differentiate (c) the 5 defect states with the corresponding signals in the time domain. A to E states are balling, slight balling, normal, slight overheating, and 
overheating, respectively [95]. 

Fig. 11. Configuration of SLM in-process monitoring. The plume and spatter signatures were segmented from the IR images and trained by DBN in order to 
differentiate the 5 different melting states [104]. 
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reduced cost. In DED process, thermal profiles of melt pools were pro-
cessed by self-organizing map (SOM) to identify abnormal melt pool and 
predict porosity with the help of ex-situ CT scan data [112] (see  
Fig. 13b). This framework could serve as a real-time CT scanner for laser- 
based AM process. With the same method, the misclassification costs for 
spatial distribution of microstructural defects were further considered, 
since the mechanical properties of AM-built parts also depend on size, 
location and types of pores [111]. 

Alternatively, direct examination of the top build surfaces layer by 
layer offers a more straightforward approach to identify processing-re-
lated defects (e.g. pores, lack of fusion, cracks, balling, warpage and 
curling). In laser PBF process, the layer-wise surfaces images before and 
after powder re-coating are mutually complementary, especially when 
warpage is concerned. Different ML algorithms, including the CNN, SVM 
and random forest (RF) have been explored to detect defects for SLM 
process [109,110]. Likewise, layer-wise images can also be coupled with 
post-built CT scan data in order to locate defects precisely. In the mean-
while, as the defects may propagate through several layers, the ground 
truth labels obtained from CT scan data are more desirable. Hence, Gobert 

et al. [102] adopted this approach to identify and locate defects with 
SVM. They found that the classification accuracy could be significantly 
enhanced from 62 % to 85 % if 8 images under different lighting con-
ditions were used (see Fig. 14). In the FDM process, SVM was used to 
classify good and defective parts from the images taken by a digital 
camera at present checkpoints [113]. To detect various kinds of malicious 
infills, layer-wise images were processed by the K-nearest neighbour 
(KNN), RF and unsupervised ML methods, where unsupervised ML 
methods offered the highest classification accuracy [114,115]. 

4. Machine learning in additive manufacturing production 

4.1. Additive manufacturing planning 

As AM is still considered as an expensive manufacturing process in 
the current stage, high yield is essential to many end-users. A delicate 
pre-manufacturing plan for the AM production chain starting from CAD 
design to final product quality control is needed. Hence, some works 
have adopted ML to assist in AM planning. 

Fig. 12. Typical layout of sensors used to capture melt pool images in (a) SLM processing [103] and (b) DED processing [112].  

Fig. 13. In-process monitoring with ML techniques using melt pool images captured by IR cameras. (a) The flowchart to apply SVM to classify the melt pool 
morphologies [101]. (b) Flowchart of using unsupervised SOM technique for anomaly detection of melt pools in DED processing [112]. 
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In pre-manufacturing, the manufacturability of a part can be de-
termined with the help of ML, as for example conducted by Tang et al. 
[116] for FDM-printed lattice structures. In addition, a multimodal 
learning method comprising of CNN and MLP was proposed to predict 
whether a metal part can be successfully printed by using SLM based on 
the designs, materials and process parameters [117]. Likewise, Lu [118] 
used SVM to improve the accuracy of a 3D printability checker software 
that can help to assess if the AM process is good for a particular design. 
In addition, to estimate build time more accurately, MLP was con-
structed and trained to reduce the error rate from 20 ∼ 35 % to 2 ∼ 15 
%, as compared to the existing parametric and empirical time estima-
tors built in an SLS machine software [119]. 

4.2. Machine learning in additive manufacturing quality control 

One critical factor that hinders the certification of AM products is the 
inconsistency of product quality from machine to machine of the same 
process, or even from build to build of the same machine. The inconsistency 
may lead to variations in geometrical accuracy, relative density, process 
stability and mechanical properties. Hence, extensive research works have 
attempted to apply ML methods to achieve quality control of AM parts. 

Geometric errors can be minimized by three methods, namely re-
scaling the entire part, modifying the original CAD, and implementing 
process control. The scaling ratio can be predicted through MLP or CNN 
to adjust the overall size of parts before fabrication [120]. The shape- 
dependent geometric deviations due to thermal stress can be modelled 
by ML algorithms so as to make necessary geometric modification in 

CAD file. More specifically, MLP was implemented to compensate for 
geometrical deformation to counteract the thermal effects resulting 
from SLM processing, as demonstrated by Chowdhury et al. [121]. FEM 
simulation data were trained to predict the deformed locations in order 
to modify the original CAD geometry (see Fig. 15). A similar approach 
was utilized by Noriega et al. [122] in FDM printing, where experi-
mental data were trained instead of simulation data. To achieve process 
control, SOM can link specific types of geometric deviations to certain 
process conditions [123]. This approach can also significantly reduce 
the amount of 3D point cloud data needed when assessing the geo-
metric accuracy of AM parts using a laser scanner, as compared to many 
mainstream supervised ML approaches [124]. Moreover, by controlling 
process parameters for DED, the shape of single tracks can be ma-
nipulated in order to reduce geometric errors at the macro scale 
[82,84,85]. In the PBF process, surface images taken of each produced 
layer after laser exposure can be used to train ML algorithms for early 
detection of warped parts before powder coating was performed [109]. 

To improve the relative build density, process stability and me-
chanical performance of AM-built parts, in-process monitoring is em-
ployed by introducing various sensors and cameras as discussed pre-
viously. The signal emissions, mainly visual signals and acoustic signals, 
are collected and processed to train different ML algorithms to monitor 
the printing process. Here in AM, ML can be applied to automatically 
diagnose printing status [98,113,125,126] and failure modes [97,114, 
115,127], melting condition [95,100–102,104,105,108,128,129], por-
osity detection [96,111,112], tensile property prediction [106,107], and 
surface roughness prediction [130]. 

Fig. 14. Flowchart of applying ML techniques for defect detection of SLM processing using in-situ layer-wise top build surface imaging combined with ex-situ CT 
scanning [102]. 
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4.3. Machine learning in additive manufacturing data security 

Intellectual property (IP) protection is considered as high priority in 
many fields. In general, digital manufacturing consists of two major 
components, i.e. cyber domain and physical domain, as illustrated by an 
AM example in Fig. 16(a). Although data breach or IP leakage is usually 
caused by the cyber domain, it can also occur through the physical domain 
(also known as side channels), as AM systems can emit various signals 
when creating 3D objects. IP espionage may take advantage of ML tech-
niques to process the emitted signals to reconstruct CAD data indirectly. 

Until now, utilizing ML to reconstruct 3D objects from side channels 
is proven to be feasible mainly via collecting acoustic signals during 
printing. The acoustic signals from stepper motors of an FDM could be 
collected by microphones, as shown in Fig. 16(b). This signal can in-
directly reflect G-code, which leaks the information such as the 
movement of axis, speed of nozzle, temperature and extrusion amount 
of materials for the FDM process. The extracted features of acoustic data 
can be utilized to train ML algorithms to reconstruct a key model with 
axis prediction accuracy of 78 % and length prediction error of 18 %, 
according to Mohammad et al. [131], as demonstrated in Fig. 16(c). 

In a more hard-to-detect IP theft scenario, the espionage can even 
place his mobile phone near the equipment to capture the acoustic data. 
Hojjati et al. [132] have successfully taken advantage of this data to 
reconstruct an aeroplane model within 1 mm error in length and 1 
degree of error in angle. 

5. Summary and perspectives 

The recently established applications of the ML-based methods in 
the DfAM, AM process, and AM production were comprehensively re-
viewed in the above-mentioned sections. It can be observed that the 
vast majority of the current applications of ML in AM research fields are 
intensively concentrated on processing-related processes such as para-
meter optimization and in-process monitoring. However, we can expect 
to see the overwhelming ML research efforts paid on new materials, 
rational manufacturing plan as well as in-process automated feedback 
system for AM, which would further help to push forward smart or 
intelligent AM in the near future. We also envision that more advanced 
ML algorithms, such as XGBoost [133], can significantly boost both 
computational speed and performance. 

Like two sides of the same coin, there might be some disadvantages 
of adopting ML in the design, process or production of AM. A major 
concern would be regarding the discrepancy of ML predictive outputs 
which may cause loss or even damage to AM practice. It is thus sug-
gested that robust, big data-driven and transferable ML algorithms are 
key to minimize or eliminate any process or machine errors. 

Moreover, it is realised that one of the main challenges of leveraging 
ML techniques in AM is about the small dataset available [134], espe-
cially in different processing conditions, mechanical properties and mi-
crographs as well as data labelling and feature extraction that may re-
quire expertise in both materials science and computer science. 
Fortunately, some newly emerged algorithms like the few-shot learning 
[135], which only require minimalist datasets may provide new avenues 
for tackling this challenge in AM. Here, we propose a solution to tackle 
this challenge without the need for collecting massive data, namely data 
augmentation and transfer learning, which will be elaborated below. 

It is worth noting that most of the AM literatures involving ML that 
we have reviewed in this article are mainly focusing on the engineering 
and design aspects of AM. However, the usage of ML in science and 
technology aspects of AM is still rarely reported, in particularly the 
microstructure study, new alloy design, property prediction and to-
pology optimization. This review aims to explore the feasibility of 
translating state-of-the-art ML techniques into many other interesting 
research sub-fields in AM in the near future. We believe that the fol-
lowing ML-based applications selected below will have a significant 
impact on the AM community. 

5.1. Microstructural characterization 

AM can produce any geometries of parts with unique micro-
structures that are usually different from their counterparts by con-
ventional manufacturing methods. Traditionally, microstructure char-
acterization relies heavily on expert knowledge and individual research 
experience, which may introduce bias and potential errors. The digital 
image analysis techniques may be instrumental if the microstructure 
features are well-defined and a catalogue of these features is con-
structed. Nevertheless, when the feature sets are unknown or when the 
microstructure differs significantly, these methods may fail [136]. Some 
research works have therefore taken advantage of ML techniques to 
achieve this objective. So far, ML was adopted to identify dendritic 
morphologies for Sn-Ah-Cu alloys [137], classify different micro-
structural constituents for various steels [138–142], and discriminate 
between microstructure classes for 7 types of metallic materials [136]. 

The traditional ML techniques usually require hand-crafted features 
(e.g. the number of voids, the average size of grains) by human experts 
prior to microstructural classification. In contrast, CNN can take raw 
micrograph data as inputs and extract representative features auto-
matically while the data passes through convolutional layers. Training 
CNN needs a big data size (e.g. 1000 images per class) typically. 
However, the size of the micrograph database for AM-built parts is 
limited, especially for novel alloys (e.g. high entropy alloys [143]). This 
may result in overfitting and decreased accuracy. To address this 

Fig. 15. A ML methodology in counteracting thermal distortion in SLM processing [121].  
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challenge, transfer learning [144] is introduced to migrate the para-
meters previously trained by other models to new CNN models. This 
approach can boost the speed and accuracy of training. Examples of 
using CNN with transfer learning to reduce data size for microstructural 
classification can be found in the works of Chowdhury et al. [137], 
DeCost et al. [141] and Azimi et al. [138]. These works pave the way 
for automatic recognition of microstructures with small datasets. 

Another challenge is the generalization of ML models to a wider 
range of material library. In addition, the microstructures produced by 
different AM techniques may also differ significantly. To crossover this 
hurdle, a few researchers have demonstrated that transfer learning 
[145] and generalized featurization [146] can provide an off-the-shelf 
solution to process complicated microstructures. 

5.2. Microstructure-to-property linkage 

Establishing the microstructure-to-property relationship is of core 
interest to material scientists. Various mathematical models have been 
developed in the past few decades. A widely accepted model is the Hall- 
Petch relationship, which links yield strength to grain size [147]. 
However, in the context of metal AM, pores, precipitates, sub-grains, 
and anisotropy and heterogeneity may be present in microstructure due 
to the rapid, directional solidification [148]. Hence, it is difficult to 
make predictions solely based on the critical features in micro-
structures, as the properties are also affected by complex multi-scale 
physics. Fortunately, some advanced ML techniques can build the entire 
microstructure-to-property linkage from micrographs. A few research 
works have employed ML methods, particularly CNN to predict ionic 
conductivity in zirconia ceramics [149], optical absorption for different 
materials [145], tensile properties in steels [15] and Ti-6Al-4 V alloys 
[150] based on their micrographs. 

Once again, building the linkage between microstructure and 
property in AM is challenging due to limited data size. It is impractical 
to fabricate thousands of samples and collect millions of metallurgical 
micrographs in order to train ML algorithms. In addition to transfer 
learning, data augmentation [151] (e.g. random cropping, flipping, 
rotating, mirroring, warping) can help improve the accuracy and re-
duce the data size. 

5.3. New material design and development 

One of the challenges that AM faces is the lack of material varieties. 
This is especially true for metal AM, as many metals and alloys that can 
be processed by conventional manufacturing techniques are not ap-
plicable to AM. The discovery of new alloys or the re-design of existing 
alloys with good processability and desired properties for AM is 
therefore imperative. However, the design or development of new al-
loys via conventional trial-and-error experiment and simulation 
methods remain a lengthy, expensive process, and designing new alloys 
for AM is particularly challenging due to complicated thermal history 
and beam-material interaction in AM processing. 

In previous works, ML has been utilized to predict solidification 
crack susceptibility of stainless steels with varying chemical composi-
tions [152], design high entropy alloys with high hardnesses [153] and 
predicted phases [154]. Some research works were devoted to pre-
dicting phase transformation temperatures for NiTi-based shape 
memory alloys [155] and synthesize Heusler compounds [156]. Re-
cently, it is reported that deep neural networks powered by the In-
tellegens’ AlchemiteTM Engine are being leveraged to design a new Ni- 
based combustor alloy that well suits to be processed by a laser-based 
DED technique and the AMed component could satisfy the performance 
targets for application in a jet engine. More excitingly, the use of ML 
algorithm is said to save the team at University of Cambridge an esti-
mated 15 years of materials research effort and in the region of US$10 
million in research and development costs [157,158]. It can be envi-
sioned that data-driven ML techniques indeed offer a quick and cost- 
effective way to alloy design for AM. 

Printability assessment of any new alloys designed for AM is sup-
posed to be put as a high priority. ML algorithms can be used to predict 
and determine the processing or printability map in terms of featured 
experimental data extracted from single melt tracks, build surfaces or 
in-process melting signals. With a well-defined printable region, selec-
tion of a specific set of process parameters aiming for desired micro-
structure and properties could be realised. It is worth noting that the 
ML-based alloy design method can only be valid based on sufficient 
dataset from existing materials information and usually requires new 
experimental data to train its algorithm and make it robust. Learning 

Fig. 16. (a) Cyber and physical attack in the life cycle of the AM system. (b) Acoustic side-channel attack model. (c) A case study for reconstructing a key using this 
model [131]. 
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and understanding of the underlying relationships between alloying 
element-printability-microstructure-property form the basis to alloy 
design for AM. 

5.4. Experiment, simulation and machine learning in parallel 

In general, the experimental approach produces reliable data but 
may be tedious and expensive, while the simulation approach reveals 
the underlying physics but may not be reliable. A new alternative, 
namely ML, opens up new opportunities for research in the field of AM. 
The power of the ML-assisted experimental approach has already been 
discussed in previous sections. Hence, we mainly focus on ML-assisted 
simulations here. A few works have exhibited that the synergy of ML 
and simulation can make the computational speed orders of magnitude 
faster than pure physics-based simulation models in AM processing 
[50,77,145,159,160]. It is therefore possible to extend AM modelling 
and simulation to a large scale and to cover a wide range of parameters. 

ML can also be leveraged to conduct virtual experiments in AM 
research. To improve the properties of a material, it is important to 
understand the influence of compositional and microstructural para-
meters on a given property by control of experiments. Unfortunately, in 
practice, it is not feasible to systematically vary a single microstructure 
feature or alloying content while keeping the values of other compo-
nents fixed. This is because these parameters are usually inter-
dependent. Hence, ML can use the high-fidelity database to reveal the 
hidden dependency of the property on a given feature through virtual 
experiments, as for example performed by Collins et al. [150,161]. 

Another exciting application of ML is to reconstruct microstructure 
images of AM-built samples. Imagine that, given a set of process para-
meters, the corresponding micrographs can be generated much faster 
and on a larger scale than the numerical simulations, as explored by 
Cang et al. [162], Li et al. [145] and Wang et al. [15]. The state-of-the- 
art deep learning generative models, especially GAN, can improve the 

fidelity of the generated virtual micrographs, as the training sets use the 
real micrographs. 

5.5. Topology optimization 

As mentioned above, the application of ML in TO for AM is still 
rarely reported. Although some state-of-the-art deep learning techni-
ques have been applied to generate topologically-optimized designs, 
most of the works are focused on 2D structures [61,63,64,163–166]. As 
AM is a series of 3D fabrication technology group, only TO of 3D 
structures is helpful to AM. This additional one dimension in design 
space makes it more challenging for ML to perform TO. Moreover, the 
resolution of the optimized structures is still limited, which prevents it 
from deploying TO in more complicated designs. 

Nevertheless, the frameworks proposed in these pioneering works 
can be translated to DfAM. Besides, the available TO designs for AM 
parts are exponentially increasing every year, although they were 
generated by conventional TO routes. Therefore, with the advancing 
ML algorithms, improving neural network architectures and growing 
3D TO data size, it is believed that this gap can be bridged in the near 
future. 
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Appendix A 

Machine learning terminology 

To better understand how the different ML techniques work, especially for those mentioned in this overview, their classification, brief in-
troduction and tasks are summarized in Table A1. In fact, many of the algorithms below can be used for both classification and regression tasks. For 
the sake of simplicity, we just present the tasks that the authors aimed to achieve in their respective works. It is noted that multi-layer perceptron 
(MLP), convolutional neural networks (CNN), recurrent neural networks (RNN), adaptive network-fuzzy interference system (ANFIS), self-organizing 
map (SOM) and deep belief network (DBN) are classified as the neural networks-based ML techniques. The remaining algorithms belong to the 
traditional ML techniques. Neural networks, as inspired by how biological neurons pass information, can represent highly complex relationships with 
non-linearity between inputs and outputs [134]. It consists of 3 types of layers, namely the input layer, the hidden layers and the output layer. The 
ML algorithms with many hidden layers (usually more than 2) in the neural networks are known as deep learning. The elements of each layer are 
called neurons. The coefficients of connectivity between neurons in adjacent layers are controlled by weights. In the training phase, they are updated 
iteratively by an algorithm called backpropagation to calculate the gradients so that the cost function can be minimised. The most classical neural 
network is MLP (see Fig. A1), which is usually referred to as artificial neural networks (ANN). Other neural networks are variants of MLP, where the 
architectures of their hidden layers are dissimilar. In general, training neural networks requires a large dataset to prevent from overfitting. 
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