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ABSTRACT Recommender systems become essential with the presence of the internet and social media.
The perceived benefits of the recommender system can make it easier for users to find suitable products and
recommend other products, specifically with lots of information. Recommender systems continue to develop
over time. It has led many researchers to continue to find the latest approach and evaluation techniques
by comparing the performance of previously existing recommender systems. The main approaches that
are often used in recommender systems are Content-Based Filtering (CBF), Collaborative Filtering (CF),
and Hybrid Filtering (HBF). This time, we focus on conducting a Systematic Literature Review (SLR) of
several research articles and analyzing methods for algorithms developed in building recommender systems.
The SLR method consists of three stages: planning, implementation, and reporting. The research used as
a comparison is between 2019 and 2023 using various existing data sets. There were 72 primary studies,
of which 46 employed the Collaborative Filtering approach, 11 used Content-Based filtering, and 15 used
Hybrid Filtering. The results of this SLR process show the advantages and disadvantages of each method and
type of evaluation developed in building a recommender system. Apart from that, several challenges arise
with various existing problems. However, the model-based collaborative filtering method is one method that
can minimize the problems of cold start, data sparsity, and scalability.

INDEX TERMS Content-based filtering, collaborative filtering, hybrid filtering, systematic literature review,
recommender system.

I. INTRODUCTION mender system continues to be updated to achieve optimal

In recent years, recommender systems have become an excit-
ing topic to discuss. Recommender systems (RS) have many
uses, including searching for product information, music,
movie entertainment, information on suitable educational
places, world tourism spots, suitable hotels, etc. [1]. The
recommender system is embedded in a software system and
can be accessed by mobile devices and computers worldwide.
The recommender system makes it easy for users to find
information on products, services, and entertainment that will
be selected and followed according to preferences to meet
various needs. Every year, the implementation of the recom-
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results in its performance.

A Recommender System is an algorithm intended to
recommend suitable/relevant items to users in scientific
studies. This article will discuss various recommender
system paradigms with multiple approaches. The follow-
ing approaches will be discussed: Content-Based Filtering
(CBF), Collaborative Filtering (CF), and Hybrid Filtering
(HBF). Apart from that, it will also discuss how it works, its
theoretical basis, and its strengths and weaknesses [2].

Content-based filtering (CBF) is built based on the assump-
tion that users like products/items with features that are
available in the past and future [3]. The features entered
include information from the user, such as gender, age, etc.
Likewise, for items/products, we can quickly get information
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regarding features, such as genre, when the product was
made, and so on. This Content-Based approach method does
not experience many cold starts because new users/items
can be described based on characteristics so that relevant
suggestions can be made [4]. The weakness of this method
is that if a particular user or item has little information, then
few recommendations will be given.

The Collaborative Filtering (CF) approach is a recommen-
dation method based on recorded past interactions between
users and items to produce new recommendations [5]. The
interactions in question are stored in the user-item interaction
matrix. This method has advantages and disadvantages. This
method’s advantage is that it does not require information
about the user or item, so it can be used in many situations.
Additionally, the more a user interacts with an item, the
more recommendations there are [6]. In some instances, if a
particular group of users and items, then new interactions
recorded over time will bring new information and make the
information more effective. Meanwhile, the weakness of this
method is that if the user and item have little interaction, there
will be few recommenders for other users [7].

A recommender system using Hybrid Filtering (HBF) is
obtained from a combination of two or more other rec-
ommender techniques to try to overcome the shortcomings
of each recommender system technique. Furthermore, the
combination of developing a hybrid recommender system
approach depends on the characteristics of the data used.
There are seven categories of hybrid recommender systems
consisting of weighted, switching, mixed, feature combina-
tion, feature augmentation, cascade, and meta-level, which
have been introduced [8], [9], [10].

This paper discusses a comprehensive review of research
results between 2019-2023 using various existing data sets.
There are several characteristics related to the review in this
paper, including 1) the problem that is the main thing that pro-
duces a particular method for completing the recommender
system; 2) The relevance of the method used according to
the discussion in this paper; 3) evaluation methods that are
following existing development methods and produce new
contributions to the development of the recommender system;
4) This paper also provides information on developments and
challenges for researchers to solve problems in thefuture.

From the explanation above, several research questions
(RQ) are obtained related to achieving the objectives of
this SLR.

RQ1 : What approach is suitable for solving problems in
recommender systems?

: What problems arise in solving issues in recom-
mender systems?
RQ3 : What evaluation techniques are suitable for solving
problems in recommender systems?

: What datasets are currently popular for research in
recommender systems?
In preparing this paper, a structure is explained in detail, such
as 1) the background of the recommender system, 2) the SLR
methodology used, 3) the approach and evaluation methods in

RQ2

RQ4
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looking at the performance of recommender system methods,
4) reporting the results of questions from previous researchers
in the form of discussions and challenges; and last; 5) conclu-
sions and challenges provided by researchers.

Il. REVIEW METHOD

This second part explains the Systematic Literature Review
(SLR) methodology. The stages include identifying prob-
lems and evaluating findings from research results related
to recommender systems. This SLR aims to identify gaps
in related research and provide a comprehensive review of
the research results from 2019 to 2023. Many things are
of concern regarding the development of methods, such as
Content-Based Filtering (CBF), Collaborative Filtering (CF),
and Hybrid Filtering (HBF). This will make it more straight-
forward and understand the developments that can be made
in the future.

A. SELECTION CRITERIA PAPERS
The initial stage is to determine the paper criteria from pre-
vious studies. The data collected is in the form of review
questions and from publishers of scientific article journals
and several conference journals from 2019 to 2023 in the
general language (English). Below is an explanation of the
selection criteria.
- Article containing a new recommender system
approach method.
- Articles in international language (English)
- Journal has an indexed reputation with sources
(SpringerLink et al.)

B. SEARCH METHOD USED

The search method is carried out in two stages: automatic and
manual [4]. This was done to explore the main study. Auto-
matic searches are carried out in online databases by adding
specific keywords. For example, using the keyword: recom-
mender system. We can also use keywords in direct approach
methods, such as Content-Based Filtering, Collaborative
Filtering, or Hybrid Filtering. The search was conducted
using access to the State University of Malang (UM) cam-
pus facilities via the Online Library service. This access
can fully view the journal on the ScienceDirect, Springer,
Elsevier, Taylor & Francis, MDPI, ACM, and IEEExplore
pages.

Meanwhile, the second method is manual, carried out
on the Google Scholar search platform with the keyword
Recommender System based on Content-Based Filtering
Collaborative Filtering or Hybrid Filtering. Then, filtering
was carried out manually and sequentially from 2019 to 2023,
and several pieces of information related to the desired article
appeared, such as IEEExplore and others. Both methods are
applied and produce the desired data/information for articles
and journals. All recorded information that has been obtained
is then recorded in a Microsoft Excel file to organize and
reduce duplicate information in the article study used in this

paper.
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C. SELECTION PROCESS PAPERS
In this activity, articles are selected to support SLR by follow-
ing the flow in Figure 1 and Table 1 below.

Springer, ScienceDirect, ,
Elsevier, IEEExplore,
Taylor & Francis, MDPI,

__ACM

Google Schoolar and
Scopus

[ Automatic search using obtained keywords: 904 ]
A 4

[Excluding inappropriate titles and abstracts (double): 904-605=299 }
¥

[ Excluding irrelevant paper content (topics): 299-43=256 }
A 4

[ Carrying out searches by manually reviewing: 256-184=72 }
¥

[ Manual review results, and ensuring matches are obtained 72 }

FIGURE 1. Search method.

TABLE 1. Article selection process.

No Source Automated Jurnal Related
Search Q1&Q2  Abstract
1  IEEExplore 150 45 7
2 MDPI 71 20 5
Taylor & 54 15 5
Francis
4 ACM 101 52 15
5  Springer 256 99 31
6  ScienceDirect 197 8 2
7  Elsevier 75 17 7
Total 904 256 72

Next, Figure 2 obtained Reference Distribution based on
the last five years. The range of article distribution starts
from 2019 to 2023. The results obtained from the search and
selection results were 72 articles. The most extensive distribu-
tion was in 2023, with 39 articles. Second place in 2021 was
14 research articles. The third place and so on were nine
articles in 2022, 8 in 2020, and 2 in 2019. Thus, most of
the SLR process uses the latest research as a reference and
contains various methods used with increasingly complex
problems.

In Figure 3, we can see the distribution of the Library
Data set with the most searches on Springer with 31 articles.
The second sequence is ACM (Association for Computing
Machinery), with 15 articles. Then in third place, followed
by IEEExplore with 7, Elsevier with 6, MDPI and Taylor &
Francis with five articles, and Science Direct with 2 articles.

Figure 4 shows the results of the paper selection process
and the results of the research carried out regarding the
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FIGURE 2. Distribution of references by year.
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FIGURE 3. Graph of number of articles based on library data sets.

Type of Approach

Hybrid Filtering (HBF) N 15
Collaborative Filtering... NI 46

Content Based Filtering... I 11

0 10 20 30 40 50

FIGURE 4. Type of approach used.

approach to the Recommender System. There were 72 pri-
mary studies where the Collaborative Filtering method was
used in 46 studies, Content-Based Filtering was used in
11 studies, and the Hybrid Filtering method was used in
15 studies. There are four stages (can be seen in Figure 1
Search Method) that serve as a reference in the process of data
retrieval, selection, and article results that follow the discus-
sion in this paper. In the first stages, carry out searches using
several article data sources (ScienceDirect et al.) and com-
bine them with data sources from Google (Google Scholar)
according to predetermined keywords. After the search was
carried out, 904 articles were obtained. Next, we sorted the
titles and abstracts irrelevant to the study topic by reading
the articles, resulting in 605 articles that did not match, and
some articles were double (the same). The results of this
second step were 299 articles. The third process, excluding
the content of articles that were not following the study on
this topic, resulted in 43, so the filtering process resulted in

19829



IEEE Access

. Saifudin, T. Widiyaningtyas: SLR on RS: Approach, Problem, Evaluation Techniques, Datasets

256 remaining articles following the topic. The final/fourth
step was a manual search by reviewing the 125 available
articles. As a result of the manual review, 182 articles were
reviewed, resulting in 72 articles used and discussed in this

paper.
Ill. RESEARCH QUESTION RESULTS

In the following subsections, we present the results of our
systematic review of our research question.

A. APPROACH

RQ1 : What approach is suitable for solving problems in

recommender systems?

There are several methods discussed in this SLR. This method
is often used, and developments in this approach are carried
out for various reasons. Figure 5 shows an overview of the
recommender system classification and an explanation of the
formulas.

Recommender System

r
. . .

Content-Based Methods Collaborative Filtering Hybrid Methods
Define a model for user-item Methods Mix content based and
interaction where users and/or collaborative filtering
items representations are given | approaches

Model Based Memory Based

Define no model for user-item
interactions and rely on similities
between users or items in terms of
observed interactions

Define a model for user item
interactions where users and items
representations have to be learned
from interactions matrix

FIGURE 5. Recommender system classification.

In Figure 6, several results of the approach model are
obtained, with 72 articles related to the Recommender
System. The distribution consists of 5 types of approach
models: 1) memory-based (Ranking Oriented), 2) memory-
based (Rating Oriented), 3) model-based (Ranking Oriented),
4) Model Based (Rating Oriented), and 5) model-based. The
highest score in the approach method often used is memory
bases (Rating Oriented), with 28 studies. This was followed
by amodel-based approach (Rating Oriented) with 14 studies.

Approach Model

30 28

6
r .
5
0
memory-based  memony

(ranking (rating oriented) (ranking
oriented) oriented)

5
ol .
|

Model-Based

ased model-based  model_based

(rating oriented)

FIGURE 6. Approach model distribution in the recommender system.

Content Based Filtering (CBF) Approach: The remaining
six are memory-based (ranking-oriented) approach models,
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five-based (ranking-oriented) models, and two studies based
on models based on other data orientations. Thus, memory
bases (Rating Oriented) are being widely researched to pro-
duce related performance and reduce errors with the large
amount of data presented. Next, several methods often used in
recent research will be explained. Each type is provided with
illustrations of 3 studies from Content-Based Filtering (CBF),
Collaborative Filtering (CF), and Hybrid Filtering (HBF).

The CBF technique relies on product descriptions and
user profiles. In addition, product characteristics analysis is
carried out to produce recommendations. Generating a user
profile depends on two aspects: 1) the user’s interaction
history with the system and 2) the result of each user’s pref-
erences. The results of CBF research include various models
of approaches and methods used, such as recommendations
for movies, tourist attractions, and other sites [11], [12],
[13]. This method uses a similarity metric to calculate the
similarity of each user item in a vector space to produce the
best recommendation. There are advantages obtained with
the CBF method if seen from its use. One of the advantages
is that CBF does not need to require other user information
because this information does not change or influence the
recommendation results. This makes CBF more flexible than
other methods. However, this method also has disadvantages,
requiring the necessary domain skills to produce optimal
results. Below is some information related to CBF research
that is relevant and up-to-date.

Below, we will illustrate a CBF formula for finding similar
movies, which uses movie attributes to find the similarities.
For example, a feature set. The tagline of a movie [11]
is added with an overview attribute. Combining these
two attributes requires several stages before knowing the
similarities.

Stage 1: Clean data properly. It will also allow us to
reduce sentences, paragraphs, and documents to a single set
of words.

Stage 2: Carry out a stemming process to address words
inflected to their base form, root, or word origin.

Stage 3: Remove stop words from the set of words.
An English word dictionary has been used to remove stop
words.

Stage 4: After creating the clean dataset and filters, the
next is to implement the core functionality. Term frequency
is calculated by the number of times term ¢ is repeated in
document d.

TF (t,d) = count of tind /number of wordsind (1)

Stage 5: Inverse document frequency (IDF) reduces the
weight of frequently used terms. In contrast, by calculating
the IDF, the logs the number of documents N in the corpus D
divided by the number of documents df, including term ¢.

N
IDF (t) = log— 2)

df,
Stage 6: Finally, for the term ¢, the weight in a particular
document d is determined as a result of the two previous
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calculations:
TF—IDF(t,d) = TF(¢t, d).IDF(¢) 3)

Stage 7: Calculate the similarity between two movie
descriptions using cosine similarity. Table 2 show a study
related to Content-Based filtering.

TABLE 2. Related work on content-based filtering.

Study Year Model Methods

[11] 2023 model-based a CNN deep learning
(rating (DL) model to build a
oriented) multiclass

[13] 2023 memory- Bipartite Networks
based (rating
oriented)

[14] 2021 memory- algorithm (p-CAR) in
based (rating  IoT
oriented)

Based on Table 2, the study [11] contains flaws, such
as the requirement for an expert system that can reason-
ably accurately forecast a film’s likelihood of success before
to production for both researchers and filmmakers. The
most study has been done to forecast the post-production
movie industry’s appeal. To help makers forecast upcoming
movies and make necessary changes. Early in the filmmaking
process, forecasts must be made, and precise observations
regarding films that are soon to be released must be made.
This study suggests a Content-Based (CB) movie recom-
mender system (RS) that makes use of starting features
such keywords, movie description, cast, genre, and director.
We develop a set of novel characteristics and suggest a deep
learning (DL) CNN model to construct a multiclass movie
popularity prediction system using RS output, movie ratings,
and similar movie voting data. Additionally, a system to
forecast the level of popularity of upcoming films among
various audience segments was suggested by the research.
The audience has been split up into four age groups: juniors,
teenagers, middle-aged, and seniors. The following is the
formula used in this research.

Calculating the similarities between two movies m; & m;
regarding features Fy are

disFy;; = similarity(Fk;, Fkj) )
7 s = m 7
dist; j = Up{dist g, ;} (®)]
Next, the overall similarity measure between the two movies
is calculated using a similarity measure such as cosine
similarity:
c_dist;j = cosine_sim(dist;;, dist ;) (6)
c_dist; = {c_distij};?zl @)
The next step recommended movies from m;.V, represents

the total number of votes with r ratings for all recommended
movies m;.

vimzl ol ®
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Vi={Vir=1,2,3,...,10} C)

In (9), the letter V! represent the voting details of the
movie m;. In (10) also the R]l. rating of each recommended
movie is considered as:

R'={Rlj=1,23,....N}
V ={V}_, and R = {R'}_,,
Creates Input Dataset X = V UR (10)

The target will be determined based on each data set consist-
ing of rating and voting information from all recommended
movies m;.

Gr = {RGy, Vi, k= 1,...|, N} (11

Fuzzy c mean is used to determine the cluster centroid of each
group.

(C_RG,,. C_ Vi) = FCM(IC R, . C_ V|
xk=1,....N& =1,...4})

(12)
C_centroidg, = (C_Rg, . C_V,) (13)
Geentroid = (GR1 GVr) (14)

Next, consolidating Global parameters, we set to measure
the similarity between Global centroids and movie centroids
for a group. If C_R’Grj. > G_R we set value C_R’Grj >
G_R, similarly if C_V(’;r/_ > G_Vr we set the value of
C—VlGrj > G_Vr.

similaritinrj = cosine_sim(G_centroid, movie_centroid Er/_)
(15)

This research uses publicly available Internet Movie
Database (IMDb) and Movie Database (TMDb) data. A mul-
ticlass classification model was used by researchers, and
they outperformed all benchmark models with an accuracy
of 96.8%. This study emphasizes how information systems
may support industrial choices by using predictive and pre-
scriptive data analysis.

Research [13] discusses e-commerce platforms and much
information can be explored further. similar to a user-run
community that assists other customers in making deci-
sions by exchanging product information through reviews
and ratings. By connecting products through evaluations, this
research creates a bipartite network of products that Ama-
zon.com sells in the “musical instruments™ category. Using
clustering, regression trees, and random forest techniques,
researchers classified and identified trends in 2214 reviews.
They also examined the relationship between review central-
ity, product ratings, and review usefulness. Below is a model
that was built to solve the problem.

A social network is typically a collection of people or orga-
nizations that are linked together by a relationship. One can
make links both offline and online [15]. Social links, some-
times known as relationships, bind people together. These ties
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can be formal or informal [16]. In theory, a simple network
or graph (G) is described as a set of separate social entities
(called nodes), represented by V(G), and links (sometimes
called edges), represented by E(G). Symbolically, we can
write the graph as a whole entity G, such as the tuple
G = (V(G), E(G)). Actors are entities or nodes in a social
network; they might be people, businesses, or other types
of entities [17]. When two nodes are connected, they are
regarded as neighbors, and the number of nodes and system
elements is equal. As an illustration, Figure 7 has eight nodes
or vertices, V(G) = {v1, v2, v3, w4, Vs, Vg, V7, v}, and eight
links or edges: E(G) = {eq, e2, e3, e4, €5, g, €7, €g}.

edge

. node

FIGURE 7. Representation of a social network G.

The building of an adjacency matrix A is frequently implied
by information regarding the presence (or lack) of linkages
between nodes. Let A be an adjacency matrix with the entries
aij, so aij = 1 if node i s connected to node j and aij = 0.

Therefore, the adjacency matrix is square |V| x |V| such
as:

1, if node i is connented to node j
Ajj = [O, otherwise (16)

Bonacich’s approach is quite adequate for centrality calcula-
tions because it considers neighbors’ centrality and quality.
Then, the vector centrality for node i, xi, is given in (17):

1 n .
xizzzjzla,,xj, i=1,2,3,...,n (7

Next, the number of short paths that connect pairs of nodes
and pass through a specific node is reflected by interme-
diation centrality, sometimes called betweenness centrality,
which quantifies the degree to which a node serves as a
necessary mediator between other node links in the net-
work. Because they connect communities that would not
otherwise be connected, these nodes have an extremely high
centrality [18]. One of the most used centrality metrics is
connectedness centrality, sometimes known as intermedia-
tion [19]. It gauges how important a node is as a middleman
between other nodes in the network. The intermediate cen-
trality Cp(x) of a node x in the network is given in Figure 8.

Ot (x)
Cs () = Zs;éteV(G) Oy
where oy (x) shows the number of shortest paths between s
and ¢ that contain x, dan oy, shows the number of all shortest
paths between s and ¢ in the network
The study has two types of nodes: product and reviewer,
as shown in Figure 9. This is the case of a Bipartite network,

(18)
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FIGURE 8. a and b—a bipartite or two-mode social network G'.

(a) 1 2 7 (b) 5
3 8 4 6

FIGURE 9. a) One mode projection of G1 (ex. products). B) One mode
projection of G2 (ex. reviewers).

or Bipartite graph whose nodes can be divided into separate
and independent subsets V| and V5. In a bipartite graph, each
edge of E connects one vertex Vi and one vertex Vi [20].
Mathematically, the definition can be stated as follows.

Definition I (Adapted from Banerjee et al. [21]): G(Vq,
V>, E) called as bipartite graph, if V(G) = Vi(G) U V12(G)
and V{(G) N V(G) = @, and each edge is connected by two
nodes (vi, v2) € E(G). G will be a complete bipartite graph.
if Vv € Vi(G) and Vv, € V5(G), (vi, v2) € E(G).

In the case of a Bipartite Network, assuming » = #V 1(G)
and s = #V2(G), then the dual adjacency matrix corresponds

to the following:
O, B
A= —— 19
(53.) ®

where B is the r x s matrix, and O, , and Oy s represent r X r
and s X s zero matrix.

The results of the study show: (1) that a product’s high
number of reviews does not imply a high quality rating;
(2) We see a rise in the number of reviews when they aid
consumers in making decisions; (3) a definite positive cor-
relation between review usefulness and product ratings; and
(4) Weak correlations were found between quality indica-
tors (product ratings and review usefulness) and centrality
measures (betweenness and eigenvectors), which quantify the
importance of products in the network, in respect to musical
instruments. These findings imply that even with poor rat-
ings and reviews that offer little value to customers, some
products might be network necessity. The results of this study
make several significant contributions to the enhancement of
review service management, which in turn supports online
consumer decision-making and the customer experience of
e-commerce firms.

Content-Based filtering is a research technique [14] that
uses a recommender system to connect information and offer
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consumers personalized services as a general information
filtering tool. However, environmental circumstances have
a major role in shaping user behavior, particularly in the
context of the Internet of Things (IoT), making it challeng-
ing to model user preferences. In the study, a customized
context-aware re-ranking (p-CAR) algorithm for the Inter-
net of Things was proposed. Our primary objective is to
enhance the recommender performance across multiple cri-
teria, including popularity, variety, recall, and precision. The
main concept is to use user preference behavior in various
scenarios to reorder the ranking list. Each time, an ideal item
that satisfies the target criteria is chosen from the candidate
items and put to the reranking list. The reranking proce-
dure is an iterative selection process. The context that is
provided and the user’s interests determine which things are
chosen. Our method expresses user preferences and context
interest in terms of probabilities. Furthermore, we describe
the contextual personalization of various users through local
personalization factors and manage the context influence
using weight parameters. Using the Movielens 100K data set,
we conduct experiments to validate our system and observe
its real-world performance superiority over other techniques.
The following is the model design built in this research.

Using an initial recommendation list R(x) and a user u,
we iteratively choose items from R(u) to generate a re-ranked
list S(u). The criteria that are chosen are based on the follow-
ing probabilistic mixed model.

Py (v] ) + APc(v, Su) (20)

where, P,(v|u) is the relevance preference of user u € U
on item v € V, predicted by the initial recommendation
algorithm. P (v, S |u) is the contextual variability of user pref-
erences u € U not in the re-ranking list S(u). A is the load
parameter.

Next, the researcher explains contextual diversity, namely
P.(v, S|u). Obtaining P.(v, S|u), requires considering a set
of contexts relating to the user and the items C =
{c1,¢2,...,c1}, produced by the marginal probability of
the user on contextual variables. For convenience, we use
P(v, S |u) instead of P.(v, S |u) for the description. The cal-
culation method is shown in Equation (21)

P(v,S|u) = ZCECP(V’ S u)P(c|u) 1)

where, P(c|u) can be thought of as the user’s preferences u
for ¢ context and ¢ € CP(c|u) = 1. The likelihood could
be indicative of how many users favor context c. The entries
in the reranked list S are fixed at the end of each cycle.
Assuming that the item to be predicted is independent of the
other items, we may decompose P (v, S | u) into the following
components.

P(v,S1c) =POlc)P(S|c) (22)

In this way, P(v|c) can be thought of as coverage of items in
¢ context and P(S|c) as consideration of contextual diversity,
which measures the importance of ¢ contexts not covered in
the re-ranking § list.
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In order to compute P(S|c), we additionally require that the
importance estimations of the items in a rearranged Slist for
the same context are unrelated to one another. Since we have
to determine the likelihood that rearranging a S list won’t
satisfy the specified context, this assumption is plausible.
Based on this presumption, the following is our method of
calculation. We additionally presume that the assessments of
the significance of items in a re-ranked § list for an identical
context are unrelated to one another. This presumption makes
sense because we have to figure out how likely it is that
rearranging a S list won’t satisfy the requirements. Based on
this supposition, our computation technique is as follows.

P(Sic)= ers (1 — P(ilc, S)) (23)

Equation (20) should be filled up with the values from Equa-
tions (21), (22), and (23). Equation (24) displays our final
selection criterion.

(1=2)P@lw+A Y PlwPlo]] _ A—Pile. s)
(24)

The implementation of a probabilistic model comes next.
To indicate item user preferences, researchers use the
ranking scores produced by the first recommendation list.
Researchers must normalize the scores to be normalized
(0,1) in order to modify this model. Researchers use
Min-Max standardization of processing methods, as seen in
Equation (25).
r(u,v) — rmin + 1

POl = Fmax —F (u,v) + 1 (25)

r(u, v) is the u user’s predicted value of the item v, given by
the algorithm’s initial ranking. Moreover, 7y,;;, and ry,qy rep-
resents the maximum and minimum predicted values. User
preferences for context. Assuming that context preferences
follow a uniform distribution—that is, that the preferences are
the same for all ¢ contexts—is the most fundamental approach
to calculating context preferences.

1

P(clu) ] (26)
The total number of contexts is denoted by |C|. In order to
quantify the variations in those settings based on the varia-
tions in those counts, researchers can also acquire the quantity
of objects a user accesses in various situations from the user’s
historical record.
e

Zd ecd
The item is probably included in the context; n.; denotes the
number of items in the context c. Whether or whether an item
is contained in the context, the relationship between it and
the context is deterministic. Thus, we can make the following
approximation.

P(clu) = 27

PW|c) = (1)’ :Zi (28)
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Reranking list coverage based on context. We must first
understand the extent of S list reranking in each context
before we can simulate context variety. The logical concept is
that items in a ¢ context that are included in a reranking S list
that are ranked v will not be given priority when selections
are made again. It can be deterministically estimated in this
manner.
P(i|c,5)=[1’ tec (29)
0, i¢c
In this manner, the currently selected i € c items will maxi-
mize their contribution to the context when every item in the
S reordered list does not include ¢ context.
P(S’|c)=[1’ V'zeS,P(.z|c)—0 (30)
0, JieS,Plc=1
There is also a more efficient method that involves calculating
the percentage of items that cover the ¢ context in order to
determine how well the list has been re-ranked in terms of
context coverage. We experiment with both approaches in our

paper.

P(ilc.S) = == 31)
N

The term nc describes how many items in the S re-ranked list
are covered by the ¢ context. In order to represent the needs
of various users for contextual personalization, researchers
introduced the 7, personalization factors in the contextual
diversity module. Equation (32) displays the items’ selection
criteria.

P |uw) + At,POv, S|u) (32)

P(v|u) is the initial recommendation algorithm’s estimated
probability that the u € U user is interested in the v € V
item. The weight parameter in the re-rank list is . P(v, S|u)
is the likelihood that an u user is interested in a v item that is
not in the S.7, is the u user’s personal weight.

To calculate 7, user personalization preferences, we first
calculate P(c|u) user preferences for each ¢ € C context. The
calculation method is as follows

ZV r(u, v) Hé{vec}
Zc’ Zv r(u, v) ey

The u user rating on the v item is denoted by r(u, v), and the
indicator function ¥4, whose value is 1, indicates when the
A condition is true. If not, the user’s interests in each context
are represented by 0. P(clu) € [0, 1], and > . P(clu) = 1.
While some consumers might be more engaged in particular
contexts, others might have preferences that are the same in
every context. We express the user’s weight using information
entropy in order to capture these features.

T, 2 — ZCEC P(clu)logP(c|u) (34)

The greater the tu value, the greater the diversity of user
preferences for context.

P(clu) & (33)
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Next, we will discuss the Collaborative Filtering (CF)
approach and model from several studies.

Collaborative Filtering (CF) Approach:

The explanation below is based on Table 3 above. The
amount of research discussed is based on the top 3 articles,
namely studies [6], [23], and [24].

TABLE 3. Related work on collaborative filtering (CF).

Study Year Approach Model Methods
[6] 2022 memory-based Combination
(ranking oriented) ~ SVD (matrix
decomposition)
dan WPR (rating
aggregation)
[23] 2021 memory-based TDD-BPR
(ranking oriented)
[24] 2021 memory-based Clustering-Based
(rating oriented) UPCSim (CB-
UPCSim)

Research [6] describes a filtering rating-oriented collab-
orative Recommender System that uses rating aggregation.
Recent collaborative filtering studies apply rating aggre-
gation that considers item weight points to achieve more
accurate recommendation ratings. However, as the number
of things increases, this algorithm becomes more complex
to execute. In order to decrease time complexity, this study
suggests a new recommendation system that combines matrix
decomposition and rating aggregation techniques. Singular
Value Decomposition (SVD) is a technique used by the
matrix decomposition approach to forecast unranked ele-
ments. The rating aggregation method applies a weighted
point rating (WPR) to obtain recommended items. In order
to see the construction of this research, the steps for building
the SVD-WPR algorithm are explained.

There are four steps in the WPR process: figuring out how
many ratings are equal, figuring out item points, figuring
out weight points, and figuring out weight point ratings. The
following are the formulas as a complete sequence of the
WRP process. To explain the steps of the WPR process, the
writers represent users as U = {uy, up, ..., uj, ..., up} and
I ={i, 1, ..., ij..., iy} item sets respectively. Ruj,,‘j and Ruk,ij
shows the ratings given by u; users in i; and the ratings given
by uy user in ij.

Using the formula found in Equation (35) determine the
number of ratings that two users provide that are identi-
cal. Equation (36) calculates the number of identical ratings
(Su;,i;) by calculating the equal ratings for each product.
(SR(Ruj,l:,'s Ruk,ij))~

m
Supiy = Dy SR (Ruyijs Rui) (35)
L, ifRu_,',l} = Ruk,t}
SR (Rujip+ Rui)) = 10, if Ry =0 (36)
0, otherwise
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Calculate the item ranking points (Puj‘,-/.) using the formula
specified in Equation (37), then add the value 1 to the total
ranking points (PRuj,l-j,uk ). Equation (38) formulates the num-
ber of ranking points.

n
Py =1+ Zkzl PRu; iy i @7
L if Ruyyiy > Ruyig
PRy = § 0 R = Rt Sty = S 3
19 lf‘ Ruj,ij - Ruj,ika Suj,ij - Suj,ik
0, otherwise
Calculate the point weights using Equation (39).
WPuj,ij = (Suj,ij + Ruj,ij)Puj,ij (39)
Calculate the weight point ranking (WPR) using
Equation (40).
WPR,']. = 1 WPuk,ij (40)

Next, we will explain SVD. The ranking matrix (R) is split
into two matrices (P and Q) by SVD. U x X is represented
by the matrix P, where X is a scalar such that the dimensions
of the matrix U are unaffected by matrix multiplication.
Equation (41) is the result, and the SVD in the recommender
system formulation.

Runscn = Pt (Qnxs)! 41)

R is the rating matrix, P is the user matrix, and Q is the item
matrix.

Next, researchers used the SVD algorithm to predict items
that were not rated. SVD is a popular matrix decomposi-
tion technique that divides a big matrix into smaller ones.
In this research, SVD functions to predict ratings that have
not been rated. A user-factor matrix (Pmk) and a transposed
item-factor matrix (QTnk) are the only remaining compo-
nents of the ranking matrix (Rmn).m, n, and k represent users,
items, and factors. A user’s or an item’s qualities are described
by factors. Rank prediction calculation using the formula
specified in Equation (42).

Fui= b+ by +b; + pug’ (42)

7u,; represents the predicted u user rating on an i.pu item
stating the average rating of all items. b, and b; is the bias
value to reduce user prediction error and item average rating.
pu denotes the vector of user factors, where p, € P, and
u = 1,2,3,...,m. While ql.T denotes the transferred item-
factor vector. g; € Qprandi = 1,2, 3, ..., n.

It determines user similarity from the user factor matrix
after forecasting an unrated rating. To find environmental
users, or the top users who have the highest similarity value to
the target consumers, employ user similarity functions. The
rating aggregation procedure will be supported by all users
of the environment. In order to determine user similarity,
our study used the Pearson correlation coefficient, which is
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related to Equation (43).
Zieluﬂl\, (ryi — r)(rvi — 1)

\/ 2ietrn, Tui =7 u)z'\/ Siernn, (i = 1)
(43)

Sy (u,v) =

I,, and I, each represents the set of items rated by « and v users.
Next, r,; and ry; denote the rank value on the item by 7 item
respectively by u and v users. Moreover, r, and r,, determines
the average ranking by u and v users. Finally, we explained
one of the items that was rated jointly by u and v users.

Lastly, a faster running time of 13.502 seconds was
obtained from the experimental findings using the MovieLens
100K dataset. Furthermore, as compared to the WP-Rank
method, the normalized discounted cumulative profit score
(NDCQG) increased by 27.11%.

The following explanation is related to CF research [23]
in Table 3. According to the study, one of the key elements
that enables users to choose the following item is topic
information. Researchers created a topic diversity discovery
(TDD) model to record user preferences on topics in order
to replicate this behavior. This is not the same as earlier work
that just took item themes into account when applying subject
information to recommender systems. The study takes into
account user topic information in the recommender system
and concentrates on item topic information. We create a TDD
model to learn the item’s subject information, and then we
apply transfer learning to get the topic knowledge of the user.
Next, we create a novel TDD-BPR recommender system by
integrating the TDD model with the Bayesian Personalized
Ranking (BPR) model. Below is an illustration using the
formulas for building the research construction.

In order to capture the subject distribution of people and
items, we created a frpp model to embed information about
multi-embedding themes. From frpp, we may create a d €
RT*1 topic diversity vector, where the d values indicate the
topic’s proportion. We use 1-D convolution, a well-known
method in natural language processing (NLP), to limit the
data between themes [25], [26], in order to extract features
from many embeddings. Afterwards, we generate the diver-

sity of each fﬁ% topic on an item using a feedforward layer
with a sigmoid activation function. f;75} is studied to mini-

mize the binary cross entropy, which is formulated as follows:

. 1 M T R N
Ll = 07 Doy Doy Vi 102 (37) + (1= y)log(1 = 30)
(44)

So, the study adopted [27] as the basis for a new recommenda-
tion model called TDD-BPR. However, in order to represent
things and users embedding topics, these researchers devised
a multi-embedding approach. Rather than designing typical
inner products to forecast user preference scores for each
item, we instead develop topic-aware inner products to effi-
ciently leverage subject diversity. Users will get a higher
preference s score with items with a topic distribution similar
to the users. The s reference score between i users and j
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represented items based on topic-aware inner products is
formulated as follows:

S (u,-, vj) = Zj:l (w,uﬁ) .v]l- (45)

where w, denotes the ¢ weight of the topic in i users from
dfip - By making reference to themes, we enhance the pref-
erence scoring function, which enhances the performance of
the model and adds context to help understand the recom-
mendation outcomes. Consequently, we convert the diversity
topic into Lg when we redefine the BPR loss function, and
we subsequently minimize the loss function as

1 —
N Ziijmen " (o (s () =3 (1))

+ 10 (46)

LRecSys =

N stands for all of the training data, A for the regularization
terms’ weights, and © for all of the model’s training parame-
ters. Thus far, we have shown how to use a multi-embedding
technique to train an item f;’;g TDD model. Subsequently, the
researcher modelled user-to-user TDD using transfer learn-
ing, which gives user topic distribution for user preference
analysis. Furthermore, it demonstrates how to enhance rec-
ommendations by merging TDD and recommender systems.
As a result, TDD is crucial to the model’s functionality
and dependability. We use combined training to optimize
f%g and recommend models at the same time, ensuring that
knowledge from TDD can be completely shared with recom-
mender systems. You may rewrite the final loss function as
follows:

ACall =a X ERecSys + (1 - O[) X ‘Clﬁ))nb (47)

Scholars employ the hyper-parameter, or trade-off o, which
has a value range of 0 to 1, to modify the percentage of task
recommendations and TDD in training. If set « is very close
to 1, the model will be reduced to a broad recommendation
without topic diversity information.. As a result, we will talk
about how an affects how well the experimental recommen-
dations work.

Experiments on three popular datasets—MovieLens-1 M,
Pinterest, and TMDB—showed that the research findings
were 71.8%, 91.2%, and 96.1% in Hit Ratio@10. Based
on empirical data, TDD-BPR is able to identify potentially
relevant topic information in order to better understand user
preferences and improve suggestion performance.

Table 3 in research [24] explains similarity metrics-
based memory-based collaborative filtering. User ratings and
behavior scores have been taken into account in similar-
ity metrics recently. The consumer’s preferences for each
product category (genre) are displayed in the user behavior
score. User behavior scores added to similarity metrics pro-
duce more computationally complex results. To reduce the
computational complexity, the researchers combined cluster-
ing and user similarity methods based on behavioral scores.
By employing the Silhouette Coefficient to calculate the
number of clusters, the clustering approach employs k-means
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clustering. User Profile Correlation Based similarities (UPC-
Sim) is used to score similarities between user behavior and
the model. Below is a complete explanation of the steps for
preparing the algorithm.

The Silhouette Coefficient is one of the metrics utilized in
the intrinsic technique. This method measures the similarity
of an object to its cluster (cohesion) compared to other clus-
ters (separation). The following steps explain how to calculate
the Silhouette Coefficient value [28].

Apply the formula given in Equation (48) to determine the
average distance between documents in a cluster.

L1 .
@) = T e 00D (48)

d(i,j) is the distance between documents i and j, where j
is a different document inside the same cluster A. Next, use
the formula found in Equation (49) to determine the average
distance between each document in each of the other clusters
and the I document. Then, use Equation (50) to determine the
minimal average distance.

. 1 .
6.0 = Zjec d(i, j) (49)
b (i) = mingzad(i, C) (50)

Next, using Equation (51) to get the value of the Silhouette
Coefficient.

5 (i) = — D 4D _ (51)

max(a (i) , b (i)

The density of clusters containing object i is denoted by the
value a(i). The denser the cluster, the smaller the value a(i).
In the meantime, the object’s separation from other clusters is
indicated by the value b(i). The object i is farther from another
cluster the larger the value b(7). The object’s Silhouette Coef-
ficient { will be near to 1 if the values of a(i) and b(i) are tiny
and large, respectively. This means that the cluster contains i
very dense objects, and objects 7 are far from other clusters.
Conversely, the object’s silhouette coefficient i will be near
to —1 if the value of a(i) is very large and the value of b(7)
is small. This means that the cluster containing the object i
is not congested, and the object i is congested very close to
another cluster.

The two procedures that make up memory-based
approaches are ranking prediction and similarity calculation.
Equation (52) is referred to as UPCSim [24] in the similarity
calculations conducted in this study.

S (x,y) = aSy (x,y) + BSy (x,y) (52)

S(x,y) represents the final similarity between users x and
v.Sy (x,y) shows the user the similarity score based on
the rating between users x and y, whose formula refers to
Equation (53). Sj (x, y) states the similarity of user behavior
scores x and y, whose equation is Equation (54). Lastly, using
multiple linear regression, a and b represent the correlation
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coefficients between user profile attributes and user assess-
ment/behavior ratings [28].

ZperPV (rp — r)(ryp — 1y)

\/Zp <P:NPy (rap = ;X)2'\/Zp€1’ml’y (ryp — ;y)z
(53)

Sy (x, Y) =

Py and Py state the set of products rated by x and y users
respectively. Next, ry, and ry, state the product rating values
p by x and y users respectively. Moreover, 7 and ry, depicts the
average rating for x and y users. Last, p is one of the shared
values of the product by x and y users.

ZgEmeGy (ng - Px)(Pyg - 13y)

‘/ZEGx”Gy (Prg = PX)Z'\/ZeGmGy (Pyg — I—,y)z
(54)

Sp(x,y) =

G, and G, shows the set of product types rated by x and y
users. Next, Pyg and Py, denotes the probability of the product
g type given by the x and y users. Moreover, Px and Py denote
the average probability of the product type of the x and y
users. Finally, g is a type of joint product of x and y users.
Next, we need to figure out how many neighbors are closest
to us (k), before we can forecast a rating. The k value in this
study increased by 10 and varied from 10 to 100 [29], [30].
The formula for calculating rating predictions for products
that have not been rated is expressed in Equation (55) [31].

Z:yENNX N ()C, y) ~(ryp - f})
D enw, 1S () |

Fxp is a prediction of rating scores from x users to p products.
y € NN, represents the set of users who have the closest simi-
larity to the x users. S(x, y) shows the final similarity between
x and y users. 7y dan r, The average user rating scores indicate
the final similarity between x and y users. Finally, ry, rating
score y users give to the p products. In conclusion, the Movie-
Lens 100k dataset experiment findings demonstrate a faster
compute time of 4.16 seconds. Furthermore, in comparison
to the baseline algorithm, the Mean Absolute Error (MAE)
and Root Mean Square Error (RMSE) dropped by 1.88% and
1.46%, respectively.

Hybrid Filtering (HBF) Approach:

This explanation discusses three studies related to Hybrid
Filtering (HBF). This activity aims to provide an overview of
the latest research shown in Table 4 and the methods used
in HBE. The following is an explanation of the first [32],
second [10] and third [9] HBF studies.

The research [32] attempts to provide practical suggestions
to each user based on their interests and behavior. Recom-
mender systems typically support users in making decisions
by matching their personal preferences. The necessity to
create such systems is unavoidable given the proliferation
of online information, e-commerce, online education, and,
eventually, social networks. Among the key methods in
recommender systems are collaborative and content-based

(55)

I'xp = TI'x
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TABLE 4. Related work on hybrid filtering (HBF).

Study Year Approach Methods
Model
[32] 2020 memory-based a hybrid social
(rating oriented) recommender
system utilizing a
deep autoencoder
network is
introduced
[9] 2023  memory-based two
(rating oriented)  recommendation
techniques based on
content and matrix-
based
decomposition
[10] 2021 memory-based Te combination of
(rating oriented) DNN and
DBSCAN

clustering algorithm
in the CBR core, Te
combination of
hybrid similarity
criteria and the new
Pro-FriendLink
algorithm in CRS,
The proposed Pro-
FriendLink
algorithm for a new
method in RSs

filtering. In the meantime, recommender systems have made
extensive use of this technology due to the notable advance-
ments in deep learning in recent years. This paper presents a
deep autoencoder network-based hybrid social recommender
system. The suggested method makes advantage of user
social influence, Content-Based filtering, and collaborative.
Based on their social traits and Twitter behavior, each user’s
social influence is determined. The following illustration
will be provided to provide complete information about the
approach and methods used.

This work seeks to provide a hybrid recommender system
that offers precise and useful usage recommendations of
user preferences and interests, social data, and feature films,
as was indicated in the preceding section. By utilizing a deep
network autoencoder, the suggested approach lessens the
issue of data sparsity. For evaluation reasons, a required data
set has been gathered from MovieTweetings and the Open
Movie Database. The evaluation’s findings demonstrate that,
in comparison to other cutting-edge techniques, the suggested
approach’s efficacy and accuracy have increased.

First, one of the significant differences between SRDNet
and other available approaches in movie recommendation
systems 1is its social aspect. For this purpose, the social
influence of each user is calculated based on his social char-
acteristics. To obtain the user’s social influence, we calculate
the average number of published Tweets liked by the user (T'),
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the average_number of retweets (R), and the average number
of Likes (F) assigned to each tweet, as calculated using
Eq. (56), (57), and (58), respectively.

- M
T = 56
v (56)
R=—3" & T, 57
=7 2 etweet_countT; (57)
_ 1 M .
R= m E 0 Favorite_countT; (58)

In the above equation (56), N is the total number of users,
M is the total number of tweets, Retweet_count T is the
number of Retweet_countT; is assigned to tweet 7;, and
Favorite_countT; s the number of likes assigned to tweet T;
(favorite tweet).

If we assume that Tweer_count,, represents the total num-
ber of tweets that a user U; has published, we can use
Equation (59) to determine the expected average number of
likes and Equation (60) to determine the expected average
number of retweets that a user U; has published.

FC =F * Tveet_county, 59)
RC =R« Tweet_count y, (60)

As a result, when a user’s tweets receive more retweets than

RC and more likes than FC, their social influence gains

significance. Lastly, Equation (61) is used to determine each

user’s social influence based on the social data that was

retrieved from the dataset and Equations (56)—(60):
Tweet_county;,

Sosial InfluenceU; = |: =

Tweet_county.

Die " Favorite_countTU;

+ —
Fc
Tweet_countui
Zi—l Retweet_countTU;
+ — —
Rc

(61)

After implementing the procedure, one of the most often used
metrics in recommender systems’ the Pearson Correlation
Coefficient is typically utilized to measure the similarity
between the target user and other users. Equation (62) can
be used to find the Pearson correlation between u and v users.

Zaeom (ru,e — ) (rye — 1)

\/Zaeow (rue — ﬁ)z\/ZaEOmV (P — r_v)2
(62)

Sim (u,v) =

Finally, SRDNet takes advantage of each machine’s unique
qualities because it employs two machine recommendations.
Each recommendation engine has a different weighting fac-
tor based on how many user ratings it has. In general,
the recommendation engine combination is formulated by
Equation (63):

Finalys = aCFyy + BCByy Where : a+8 =1 (63)
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The aforementioned formula demonstrates that two sugges-
tions from Content-Based filtering (CB,,) and Collaborative
filtering (CF ;) are combined to create the final list of rs
Dations. The weighting coefficients of every set in the final
recommendation list are represented by the o dan 8 values.
Users’ film ratings determine the values of o and . For
instance, if a user has watched and rated two movies, o
and B are regarded as 0,2 and 0,8, respectively. Based on
the data set’s average of 14 ratings per user, this value has
been determined. Collaborative filtering is necessary, even
for those who have rated and watched more movies. 123 rs is
more likely to take advantage of other users’ interests in order
to produce relevant recommendations. Nevertheless, this is
also evident when examining the data set’s user-rated movie
statistics. The suggested dataset has cold start issues, similar
to other real-world situations, meaning that many viewers
still need to rate a sizable number of movies. The average
number of ratings per user in our sample is 14. Consequently,
the weights in this interval are divided so that, in addi-
tion to minimizing the effect of cold start, this increases
the accuracy of recommendations for users who have rated
more films. This is because the collaborative filtering recom-
mender engine should focus on users who rated the movie
lower.

In research [9] in Table 4, the current film recommenda-
tion algorithm is improved using an item-based collaborative
filtering algorithm for the item size similarity process.
In the recommendation process, two more applicable rec-
ommendation methods are considered: collaborative filtering
content-based recommendation and matrix decomposition-
based recommendation. The research saves users time search-
ing, viewing, filtering, and finding information about their
potential film preferences. Below are several explanations
of the approach used and the methods that make up the
algorithm.

The main idea of the research algorithm is to calculate
the similarity between two users using some similarity mea-
sure based on the user’s item association data, such as the
user’s evaluation of information about the item, and thus
obtain a group of users containing similarity values. The
recommendation value is related to the similarity between
the user and the ratings of items recommended by the user’s
neighbors, and the recommendation results are ranked in
descending order according to the recommendation value.
User-based recommendations are highly community-based,
time-sensitive, and influenced by user size. However, it also
suffers from high data sparsity and poor scalability. There-
fore, a recommender system based on the nearest neighbor
algorithm may be unable to make practical recommendations
for users whose relevant data is too little. The core algorithm
in item-based collaborative filtering recommendation algo-
rithms calculates item similarity. Then, it uses the similarity
between items to predict the user’s rating system for can-
didate items. Therefore, the choice of similarity measure is
decisive in the final results. The three main methods are
included as follows:
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(1) Euclidean distance calculation formula

According to the general evaluation of Items as dimensions
between users, a multidimensional space is formed, and the
coordinate system X(si,s$2,...... ,s;) can find the user’s
location in this multidimensional space. Then, the other two
dimensions Location Distance (X, Y) can reflect the degree
of similarity between two users or items. The calculation
formula is shown in Equation (64):

dist X, ¥) = [ > (i — (64)

(2) Cosine similarity

Cosine similarity is a measure of similarity between two
texts using the cosine of the angle between two vectors in
vector space, focusing more on the directional difference
between two vectors rather than a distance measure. In gen-
eral, after obtaining the vector representation of two users or
items in the resulting collaborative filtering matrix, the sim-
ilarity between the two texts can be calculated using cosine
similarity, the result of which does not depend on the length
of the vector and is only related to the direction in which the
vector points. The cosine between vectors can be found using
the Euclidean dot product formula:

a.b = ||a|| ||b]| cosO (65)

(3) Pearson correlation coefficient

Pearson correlation coefficient, also known as Pearson
product-moment correlation coefficient, is a measure of the
linear correlation between two variables, X and Y, with a
value between —1 and 1. Pearson correlation coefficient
between two variables is defined as the quotient of the covari-
ance and standard deviation between the two variables and is
calculated as shown in Equation (66):

cov(x,y)  E[X — pu)(Y — py)l
O0x0y B O0x0y

p(X,Y) = (66)

The above Equation defines the overall correlation coeffi-
cient, usually expressed with the lowercase letter p. Estimat-
ing the sample covariance and standard deviation gives the
Pearson correlation coefficient, which is often expressed in
lower case y and calculated as shown in Equation (67):

_ Z;’zl (Xi — u)(Y; — U«y)
J/ =
I = 0?0 (Y= )

Next, the research’s main problem is implementing a per-
sonalized film recommendation algorithm based on the
MovieLens website’s film data collection. According to the
characteristics of the recommended films, the similarity mea-
sure used in the collaborative filtering model is increased
gradually, and the number of users who jointly evaluate two
films based on their ratings will be used to determine the
degree of similarity between two films more precisely. In a
film recommendation site, each user only views films for a
limited time, so the data obtained is limited. In such cases,

(67)
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a solution is required using Equation (68).

. Number of ratings
Sparsity = 1 — - (68)
Number of users x Number of films

In addition, the study implemented time decay. For example,
the user rating time for film x is Tx and the user rating time
for film y is 7y, the formula for the time factor in this paper
is shown in Equation (69). The smaller the time interval, the
smaller the time factor, and the minimum case results from a
time factor of 1 when the time interval is 0.

a =lIn(e + (|ITy — 1yl) (69)

The formula for calculating cosine-similarity after adding the
time factors is shown in Equation (70).

A—B Z?:lAiXBiX(l;

HATIBIL [y @ 3, 80?
(70)

Similarity = cos =

Next, we will discuss matrix decomposition, namely
the decomposition of a high-dimensional matrix into
a low-dimensional matrix representation. This approach
reduces the dimensions of the target matrix and allows the
program to run faster. The most widely used decomposition
is single-value decomposition (SVD). SVD decomposition of
matrix R results in (71).

R~U.S.V' (71)

U and V denote two orthogonal matrices of dimensions m x r
and r x n, respectively, used to represent potential factors
of users and items, respectively. S is a diagonal matrix of
order r x r, consisting of a single value of the original
matrix, similar to the orthogonal matrix decomposition of
a matrix. After getting a single value of r the selection of
singular values can be carried out, the first five larger single
values are selected, where the times of the diagonal matrix S
becomes Sx. U and V become k- dimensional accordingly,
and the sum is obtained; the turn achieves the subtraction
dimensions required in this case paper. Next, these three
matrices are given points and multiplied to get the desired
reconstruction matrix (72)

Ry ~ U8V} (72)

Using a decomposed matrix, a suitable prediction can be
made for an unrated user item by dotting the i th row and j
th column and adding up the mean value of the previous user
rating data, i.e., after decentralization, to get the predicted i
user rating value for j item, as shown in (73):

rij =71+ Ue S, (i) Sk V() (73)

The SVD matrix decomposition algorithm has excellent
applications in recommender systems, improving the per-
formance of recommender systems and the realization of
real-time recommendations even in the extreme case of sparse
matrices, laying a good foundation for more matrix decom-
position recommendation algorithms in the future.
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The previously introduced SVD algorithm needs to calcu-
late the eigenvectors and eigenvalues of the matrix during the
computation. The matrix cannot have zero values during the
computation, which is not friendly to the program, and the
computing process is complicated. The Regularized Singu-
lar Value Decomposition (RSVD) algorithm further refined
the SVD algorithm, a viral recommender system algorithm
nowadays. In the RSVD model, the initial collaborative fil-
tering matrix R is decomposed into two low-rank matrices U
and V with matrix dimensions m x f dan n x f, respectively,
where f <« min(m, n), The mathematical representation of
the algorithm is given in (74).

R~U.vT (74)

The U matrix is a potential user factor matrix showing the
h user’s preference for the item’s feature factors, and the V
matrix is the item potential factor matrix, which shows the
composition of each item’s feature factors. Each row of the
U matrix shows the popularity of each user for different item
feature attributes, and each row of the V matrix shows the
weight of each item’s feature attributes. Each column of the
potential factor matrix represents a potential factor, and the
potential factors form a space vector, representing the user’s
or item’s characteristics. In other words, the model matrix
decomposition extracts f potential factors from the original
matrix, which indicates this user’s degree of preference for
the item. User i’s r preferences for item j can be obtained
from equation (75).

Rij=U.Vl (75)

where and denote the i th row of potential factors of the
prototype matrix U and the j th row of V, respectively, and
the objective function L can be determined to calculate the
matrices U and V, namely Equation (76):

L L ha2 2
lossfunction = Zr(i’j)#o (Rij—Rij) +4 Z U;
+AD VP (76)

r(i,j) shows the original rating of the IAQ,-J user shows the
predicted value of the user’s rating using this model, and A
s a regularization parameter that varies continuously with the
operation. The regularization terms U and V are added to the
objective function in Equation (76), which controls project
complexity. If A is too small, these constraints are not enough
to reduce complexity, and if A is too large, it may indicate
the loss of some critical parameters, leading to a decrease
in model precision. In the actual operation process, it is
necessary to balance the degree of suitability and accuracy
of the model with continuous network operation to find a
suitable A.

In further research [10], we will discuss a recommendation
system based on a hybrid approach. It contains four stages:
(1) Currently, CBRS is being used to classify new users
using the Deep Neural Network method (DNN) and cluster
all users using application density-based spatial grouping
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with a noise method (DBScan). (2) System of Collaborative
Recommendations (CRS) Similarity is determined using a
threshold (lambda) between new users and users in the chosen
category, in accordance with Hybrid Similarity Criteria. Age,
gender, and occupation are used to construct the similarity
criteria. The most similar users are selected by collaborative
recommendation algorithms for new users. Next, using a
proximity matrix, better-rated streaming services are recom-
mended to brand-new customers. (3) Analyzing the dataset
to determine the similarity of individuals connected by the
link and making adjustments to the Friendlink algorithm.
(4) This stage is concerned with combining the results of
the cooperative recommender system with the Friendlink
algorithm’s enhancement. Below is a complete explanation
of these stages.

First, calculate the similarity between the new and adjacent
users using the following equation.

Zf':l SEj % w;
ZJI‘=1 Wi
The weight of the relevant attribute is denoted by wj, while
the similarity value of characteristic j is represented by SF;.
These researchers have grouped users and calculated their
similarities using attributes like age, gender, and occupation.
Then, they have assigned varying weights to these similarities

based on how important they are.

In this study, user similarity is determined using a hybrid
set of criteria. We have defined an SF function (atl, at2)
with values in the range of [0, 1] for each characteristic.
The similarity of two attributes linked to a pair of users
is computed by this function. There are two main classes
of features that we evaluate while determining similarity,
given the nature of those qualities. The similarity criterion
for numerical features, like age, is defined as follows (78):

sim (n.u) = 7D

. B
(1_%) *if IDIff) < Diff s

0, if |Diff | > Diff yax

Wage =

(78)

String features In Equation (79), the Equation for calculating
similarity based on string features is shown.

1, if att 1 == att2
W, = 79
gender { 0, ifatt 1 == atr2 79)
Either 1 or O is reset regardless of whether feature values 1
and 2 are the same. Next, the following Equation is used to
determine each user’s anticipated ranking.

ZMGNG Sim (n]u) iy
S ene Sim (1,10
The rating that user u gave item i in the list of neighboring
users is represented by 7, ;,. The anticipated rating for each
item will therefore be the predicted forecast that the one with
the highest rating will be chosen, using the prediction formula

Ryyiy = +TF (80)
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above. The TF number shows how useful both new and
seasoned users are for ranking. The various ratings provided
by the researchers are likely to range from 0.1 to 1, which can
have an impact on the anticipated total rating, and if the user
is new, the value is TF = 0.

Following the determination of the movie service for new
users, the FriendLink Algorithm, or stage 3, gets started. The
movie is now being transmitted using the communication data
set of the user. During this stage, movies are chosen based
on the connections between new and similar users. Various
similarity criteria have been put out thus far to determine
how similar users X and Y of social network G graphs are
to one another. The majority of these factors determine the
overall similarity based on links by calculating the degree of
nodes and their proximity inside the network. The following
four important social network graph components serve as the
foundation for the suggested similarity criterion. The degree
of the nodes, user popularity, number of routes, and node
balance are some of these variables. Given these elements,
relation (81) is described as follows:

: Neib(Y)\  |Paths} y|
N X,Y) = AVG .
o (5 1) (( N ) \Pathsy v
L Ky |Neib(X) N Neib(Y )| )
>im1 DK Avg(Kx .Ky)

81)

Simpyapp (X, Y) in the connection above represents the sug-
gested similarity criterion for social network link prediction.
The number of users next to node Y is shown by |Neib (Y) |,
the total number of nodes in the graph is represented by N,
and the number of paths of length L that connect node X and
node Y in graph G is indicated by |Paths§(.yl. K, represents
the degree of node Y, >, D(y;) is the total number of
pathways going to node Y, and | pathways Neib(X) N Neib(Y)
is the number of nearby nodes that users of node X and node
Y have; Avg(Ky - Ky) is the average degree of node X and
node Y. > D(y;) is the overall degree of the network.
In conclusion, the degree of similarity between users X and Y
can be determined using relation (82). This criterion’s ability
to precisely determine the similarity between two users on a
social network is among its most important characteristics.
This level of accuracy makes recommended users or friends
more attractive.

Next, utilize the Friendlink tool, a popular link prediction
tool on social networks for forecasting upcoming relation-
ships, particularly romantic ones.
| .

=210 I‘H;=2(”—y)

|path

(82)

Sim (nj.uj) = Z

In the final stage, this research has also refined the Friend
Links formula to increase the accuracy of link predic-
tions. The formula will change to apply the degree of
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a neighborhood of nodes.
! 1 |path,_, | D,
Sim (nj.uj) = (Z - = Nty * (l)
i=27]—1 Hy:Z (n — y) N

(83)

N is the total number of node degrees. The target node’s
degree is represented by D,,;. We attempted to enhance the
paper’s results by enhancing its similarity formula and apply-
ing the Friendlink method. Pro-Friendlink is the name of the
method that is proposed.

The next exciting thing to discuss is the problems in the
Recommender System and their explanations. Below is an
explanation.

B. PROBLEM
RQ2 : What problems arise in solving problems in recom-
mender systems?

Figure 10 shows several problems encountered in the
process of using the Recommender System, both in
Content-Based Filtering (CBF), Collaborative Filtering (CF),
and Hybrid Filtering (HBF). Five problems were identified
from the results of the article review: accuracy, scalability,
running time, sparsity, and cold start. We found that the most
significant percentage of problems with the Recommender
System was an accuracy problem of 65%. Sparsity problem
follows second place at 14%. Then, orders 3, 4, and 5 are the
cold start problem at 10%, the running time problem at 8%,
and the Scalability Problem at 3%.

Problem

M sparsity
H cold start

M accuracy
scalability
M running time

FIGURE 10. Distribution of problems in percentage in recommender
systems.

Below, we explain the problems that occurred while imple-
menting the Recommender System.

Finding 1 Cold Start Problem. This problem refers to the
situation where the recommender does not have sufficient
information about the user or item to make relevant predic-
tions [33]. This is one of the big problems that degrades the
performance of recommender systems. The new user’s profile
or item will be empty because he or she has not rated any
items; thus, his or her tastes are unknown to the system.
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TABLE 5. Distribution of problem data from the recommender system.

RS Approach Accuracy Sparcity Scalability | Cold Start Running Time
CBF [11],[36], [13], [37], [14] [38], [39]
CF [40], [41], [42], [43], [44], [45], [46], | [68], [23], | [5] [74], [75], | [6], [76], [43],
[24], [47], [48], [49], [50], [51], [52], | [69], [70], [71], [50] [24],[77]
[53], [54], [55], [56], [57], [58], [59], | [71], [72],
[58], [61], [62], [63], [15], [64], [65], | [73],[9]
[66].[67]
HBF [32], [12], [78], [36], [79], [8]

Finding 2 Sparsity Problem. This problem occurs due to
a need for sufficient information, even though only a few
of the total number of items available in the database are
assessed by the user. This invariably leads to sparse user-item
matrices, an inability to find successful resemble, and weak
recommendations. In addition, data sparsity always gives rise
to coverage problems, namely the percentage of items in the
system that can be used as recommendations [34].

Finding 3 Scalability Problem.Another problem in rec-
ommendation algorithms is that regular computing grows
linearly with the number of users and items. When the number
of data sets is limited, efficient recommendation techniques
may not be able to produce a satisfactory number of recom-
mendations. This is caused when the volume of a limited data
set is increased. Therefore, it is critical to apply recommenda-
tion techniques that can scale successfully as the number of
datasets in the database increases. The method used to solve
scalability problems and speed up making recommendations
is based on Dimension reduction techniques, such as the
Singular Value Decomposition (SVD) method, which can
produce reliable and efficient recommendations [35].

Finding 4 Running Time Problem. Running Time Prob-
lem is an exciting thing to improve in every research.
By using algorithms with both the CF and HBF abbreviations,
improvements can be made to increase the time duration
faster than the previous time (using other methods). Thus,
new findings in the form of developing the Recommender
System algorithm can continue to be carried out over an
increasing duration of time to achieve perfection.

Finding 5 Accuracy Problem. Accuracy problems consis-
tently arise in every Recommender System research. More
than half of the referenced article data has the same problem.
Of the three approaches, the majority leads to Collaborative
Filtering. Followed by Content-Based Filtering and Hybrid
Filtering. Each algorithm improvement hopes to increase
accuracy with various research methods. Thus, improving
the performance of the Recommender System accuracy is
exciting and continues to be carried out from time to time.

Below in Table 5, we present some problem distribution
data, which we summarize in the Recommender System.

C. EVALUATION METHOD
RQ3 : What evaluation techniques are suitable for solving
problems in recommender systems?
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To answer question RQ3 can be seen in Figure 11 above.
The Evaluation Method from the SLR results obtained seven
types of results. These types include Root Mean Squared
Error (RMSE), Mean Absolute Error (MAE), Normalized
Discounted Cumulative Gain (NDCG), Precision, Recall, F1,
and others.

Evaluation

Other NG 15
F1 I 5
Recall I 11
Precision I
NDCG I 12
RMSE I 2 6
MAE I G

0 5 10 15 20 25 30

FIGURE 11. Distribution of evaluation methods in recommender systems.

Considering the total distribution, RMSE and MAE have
the same number, namely 26 studies. Furthermore, NDCG
has 11 studies, Recall has eight studies, Precision has seven
studies, F1 has five studies, and finally, the most others are
40 studies. Considering the distribution’s composition, some-
thing is interesting; namely, the number of studies that use
the MAE and RMSE Evaluation Methods is the same. This
means that the two are only sometimes compared in every
study. There are several factors related to why researchers
often use MAE and RMSE as evaluation methods, such as:

1) Probability theory provides a logical answer to the
choice between RMSE and MAE [80]. One of these
metrics is optimal in its correct application, although
more may be needed in practice. Refining the model,
transforming the data, using robust statistics, or con-
structing better probabilities can provide better results
for these cases. The last option is the most versatile,
although there are pragmatic reasons for choosing the
others.

2) RMSE is optimal for normally distributed errors,
although they incorrectly suggest that MAE only
applies to uniformly distributed errors. While it is true
that MAE is more powerful, there are better alterna-
tives [81]. Most importantly, neither party provides the
theoretical justification behind the metrics, nor do they
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TABLE 6. Evaluation method based on researchers.

Evaluation Formula References
Techniques
Root Mean RMSE = 76], [68], [82],

[ ]
Squared Z{\lzllly(,')_j,(,')HZ [43] [69] [44]9
Error \I N 45], [83], [24],
(RMSE) 46], [84], [32],
12], [78], [1],
36], [47], [48],
491, [13], [70],
511, [58], [65],
66], [67]

[
[
[
[
[
[
[
Mean MAE = _Z Ly @) - [76], [68], [32],
Absolute ol [43], [69], [45],
Error [83], [23], [46],
(MAE) [84], [32], [12],
(78], [1], [36],
[47], [48], [49],
[13], [70], [75],
[73], [52], [53],
[65], [67], [79]
Normalized yNpce@k = 2C6@k (6], [68], [23],
Discounted IbceoK [41], [71], [50],
Cumulative [77], [5], [54],
Gain [56], [61], [62]
(NDCG)
Precision Precision(u) = [49], [501, [72],
|Recommended (u)NTesting(u)| [73]’ [14], [15]’
|Recommended (u)| [56]’ [65]’ [67]
Recall Recall(u) = [49], [71], [72],
|Recommended (u)NTesting(u)| [73], [53], [5],
|Testing(u)| [56]’ [64], [65],
[67]
Fl1 F1 =  Precisionrecall [49], [73], [64],
precision+recall [65], [67]
other t-value, Hit Ratio (HR), [401], [82], [23],
the MOABC and NSGA- [29], [11], [49],
I, etc. [77], [72], [37],
[39], [60], [62]

adequately introduce the extensive literature on this
topic.

In other research, evaluating methods depends on the case
being studied. For example, use t-value, Hit Ratio (HR), the
MOABC and NSGA-II, etc. In this way, all the informa-
tion in the evaluation method becomes easier to understand
according to its use with its respective advantages and disad-
vantages.

D. DATASETS
RQ4 : What datasets are currently popular for research in
recommender systems?

To answer question RQ4, it can be seen in Figure 12 above.
There are several types of datasets obtained on this SLR,
including Movielens 100K, Movielens 1M, Movilens 10M,
Netflix, Yahoo Music, Film Trust, Epinions, BookCrossing,
Movie Tweetings, Yelp, Ciao, Amazon, and others. Almost
all of this data is secondary data rather than primary data.
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FIGURE 12. Distribution of datasets obtained from the recommender
system.

The dataset that is often used in the Recommender System is
MovieLens 100K. The data is ready to be applied to various
Recommender algorithms.

MovieLens bases its recommendations on input provided
by website users, such as movie ratings [85]. The site uses
various recommender algorithms, including collaborative fil-
tering algorithms like item-item, user-user, and regulated
SVD.

Additionally, to overcome the cold-start problem for new
users, MovieLens uses a preference elicitation method [86].
The system asks new users to rate how much they enjoyed
watching different groups of films (for example, films with
dark humor versus romantic comedies). The preferences
recorded by these surveys allow the system to make initial
recommendations, even before users have rated many films
on the website, hoping to improve performance and other
problems with the Recommender System.

IV. DISCUSSION

The Recommender System is a complex system that uses var-
ious algorithms to process, analyze, and recommend results
based on contextual information that suits the user’s needs.
These needs sometimes require quite a lot of time to choose
because the data presented is enormous. The system handles
various forms of data regarding users, items, context, and
ratings. The analysis results from this process are the extent
to which users like certain items. Besides that, we can obtain
contextual and complete information to continue evaluating
the performance of the algorithm being developed. To clarify
it, we will explain the findings from this SLR in the form
of challenges and opportunities by including the approach,
Problem, Evaluation Method used, and Dataset.

A. CHALLENGES

In this SLR, there are various challenges created by Rec-
ommender System researchers. If classified, there are three
types of challenges. First, before the recommendation process
(dataset acquisition), which is a necessary process. Second,
during the recommendation process, and third are problems
that arise outside the recommendation process. These three
types of challenges are interrelated and influence the results
of a Recommender System.
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FIGURE 13. Challenges and opportunities in recommender system research.

To be clear, we explain the essential components of a
Recommender System. From the SLR explanation above in
subsection ‘‘Problems”, there are significant problems in
the Recommender System: Accuracy, Scalability, Running
Time, Sparsity, and Cold Start. The researchers tried to solve
this problem by using approaches such as Content-Based
Filtering (CBF), Collaborative Filtering (CF), and Hybrid
Filtering (HBF).

After the approach was determined, the researchers used
suitable techniques to solve the problems above. We have
provided several illustrations above in the form of tech-
niques/methods, such as matrix factorization (MF) and Graph
Neutral Network (GNN), to model contextual information on
user relationships with items, as shown in Figure 7, Figure 8§,
and Figure 9 above. This application can be used in vari-
ous Content-Based and Collaborative filtering approaches.
However, the Hybrid approach can integrate several recom-
mendation techniques. The data can be in the form of the
historical behavior of user items, item content data, user
profiles, interaction behavior between users, and user con-
text information (trust relationships). MF techniques that are
used and are popular include Singular Value Decomposition
(SVD), SVD++, and combined with ranking aggregation,
for example, WPR (Weight Point Ranking) or Bayesian Per-
sonalized Ranking (BPR), and others. Techniques vary and
depend on the characteristics of each study. We summarize
several research techniques on RS, such as Cosine (COS),
Pearson (PCC), Gowers, a CNN deep learning (DL) model
to build a multiclass, User Profile Correlation-based Simi-
larity (UPCSim), Clustering-Based UPCSim (CB-UPCSim),
K-means Eucledian, K-means cosine, and Fuzzy K-mean,
Neural Attention Network for Neighborhood Augmented
Knowledge Graph (NKGAT), Graph modeling Preference
matching, the genre trust-based recommender system (GTD),
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SVD-GCN, a DNN-based recommendation model, Learning
Automata (LA) technique and others.

These stages are carried out in the hope of making improve-
ments and increasing the performance of the algorithm being
designed and being able to solve problems in the Recom-
mender System. The dataset is obtained as follows regarding
the data sets from the SLR results. Movielens 100K, Movie-
lens 1M, Movilens 10M, netflix, Yahoo Music, Film Trust,
Epinions, Book Crossing, Movie tweetings, Yelp, Ciao, Ama-
zon, and others.

B. OPPORTUNITY

This SLR research presents Recommender System research
opportunities from the perspective of approaches, problems,
evaluation methods, and data sets. This is done to find
opportunities and potential for new research related to the
Recommender System (RS). These opportunities look at
trends and potential findings with quite complex problems.
However, this problem can be solved from various points of
view.

First, we look at the potential/opportunities of each prob-
lem to be solved. We obtained findings in accuracy, which is
the main problem with this SLR. Accuracy includes whether
the presentation is appropriate to the user regarding the items
presented. In determining recommendations, user interest
data is required, which is stated explicitly in the item ranking
data or inferred by guessing user actions. Opportunities that
can be taken include presenting new algorithms by combining
existing and other methods. It can also be done using a model
with a feasible approach. However, every model built could
be better, and improvements continue to be made. Likewise,
other opportunities can be implemented if there is a problem
of limited data information, resulting in data gaps (data spar-
sity) and also causing cold starts. On the other hand, as the
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dataset increases, it will also impact scalability. Thus, this
opportunity is fundamental for researchers in the future to
improve the algorithm in the Recommender System.

Second, we present an illustration in Figure 13 below to
strengthen the opportunities in SLR. This illustrative image
was obtained based on the results of SLR 72 articles related
to the Recommender System. We include abstracts and key-
words as the primary material for searching gap research.
If we look more clearly, the most dominant thing is the Col-
laborative Filtering and Recommender System. In contrast,
the rest are colors with increasingly smaller dots. Small dots
are methods that can be followed up as real opportunities,
such as Graph Neurol Networks (GNN) and Hybrid oppor-
tunities, which are significant. Besides that, some problems
arise in the research that need to be followed up. Starting
from rating and ranking-based model approaches to memory-
based models. Another exciting thing about this picture is
the opportunity for modern approaches, such as demographic
information approach, time-based approach, etc.

Third, in the Recommender System, the vital thing to do
is evaluate the method that has been implemented. From
this SLR, we found that the evaluation method applied to
the research was under the characteristics of the research.
We present various evaluation methods that can be consid-
ered in future research. The evaluation methods include Root
Mean Squared Error (RMSE), Mean Absolute Error (MAE),
Normalized Discounted Cumulative Gain (NDCG), Preci-
sion, Recall, F1, etc. (found in Table 6 Evaluation Method
based on researchers). Algorithm performance using specific
methods can be measured based on the loss and accuracy
values from testing the model on test data, depending on
the problem faced. Model training is carried out to get a
model with the smallest possible loss value and the maximum
possible accuracy value. Thus, this opportunity can also be
integral to the Recommender System process.

V. CONCLUSION
This paper reviews the Recommender System (RS) literature,
intending to comprehend the approach used, the problems
faced, the evaluation methods, and related datasets used
in each study. This research uses a Systematic Literature
Review (SLR), which sets questions and defines them clearly
and structured to continue research on hospitals. Seventy-
two research works in paper form from 2019 to 2023 were
reviewed, analyzed, and discussed in this review. We also
illustrate several research results related to the approach used,
the methods developed, and the resulting prominent work.

Besides that, we received various challenges and opportu-
nities in exploring this recommender system. The challenge
that often arises is how we produce good data, process it, and
produce maximum results. This cannot be separated from the
algorithms built in the form of new methods, solving prob-
lems of increasing accuracy, cold stardom on data, scalability,
and so on.

Meanwhile, the opportunities that can be taken from
SLR are in the form of being able to create new
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algorithms by combining various ranking techniques, similar-
ity techniques, and aggregation techniques. As an illustration,
we provide such using a Collaborative Filtering (memory-
based) approach with the SVD (Matrix Decomposition) and
WPR (Rank Aggregation) Combination techniques. Another
example is Clustering-Based UPCSim (CB-UPCSim). The
other opportunity that can be taken and is quite large in this
SLR is in the form of a hybrid approach, namely combining
Content-Based and Collaborative filtering approaches. For
example we can employee two recommendation techniques
based on Content-Based and matrix decomposition. All the
opportunities we have explained above aims to provide read-
ers with information about the extent of RS development and
contribute to solving problems in RS, increasing accuracy,
solving cold star problems, scalability, and so on.
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