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ASSIGNMENT  #1
1. Find a set of characteristic features (three) in order to recognize cars from side view pictures. The length or height of the car cannot be used as features because the distance of the car from the camera is unknown.  However, there are features independent of scaling. Find in the internet 5 model cars and estimate their features.

Hint: Examine the height versus the length of a car.
2. Can the characteristic vectors of category C1 with values (2,3), (3,5), (4,2), (2,7) be separated with a linear decision function from the vectors (6,2), (5,4), (5,6), (3,7) of category C2 ?  If yes, draw such a decision function and calculate the coefficients of the function. 
3. a)  Draw the patterns of category C1: {(3,2), (3,4), (2,3)},  C2: {(-3,-1), (-3,-2),    (-2,-2)} and   C3 : {(-1,3),  (-2,3)}. Draw 3 linear decision functions where each function separates 1 category from the rest (1st methodology), give one of the names [d1(x), d2(x), d3(x)] and (+ or -). For one of these decision functions compute the parameters of the function.

b) Using the results of a) classify the unknown patterns  (-1,2), (-1,-2) , (2,4)  graphically.
4. In a situation of 8 category separation, if 3 of them satisfy methodology 1 and the rest satisfy methodology 2, what is the minimum number of linear decision functions that are required for solving the problem?
5. In a situation of 3 category separation there have been found the following linear decision functions: 

d1 (x) = – x1 ,  d2 (x) =  x1 + x2  + 1,   d3 (x) = x1 – x2  – 1
that satisfy methodology 1. Draw the decision functions, determine the regions of each category and the undecided regions if there are any.
6. In a situation of 3 category separation there have been found the following linear decision functions: 

d12 (x) = – x1 ,  d13 (x) =  x1 + x2  + 1,   d23 (x) = x1 – x2  – 1

that satisfy methodology 2. Draw the decision functions, determine the regions of each category and the undecided regions if there are any.
