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1. In the figure:
B – Black disc 
W – White disk 
S – Solid disk 

D – Dotted disk 

Calculate:
1) P(B),  2) P(W),  3) P(S),  4) P(D),

5) P(B and S), 6) P(B and D),
7) P(W and S), 8) P(W and D),

9) P(B/D), 10) P(W/D), 11) P(B/S),

12) P(S/W), 13) P(S/B),

14) P(D/W), 15) P(D/B)

2. What is the probability that a person has a cold (C) given that he has fever (f) if the probability that a person has fever is 0.03, probability that a person has a cold is 0.02 and the probability that a person has fever given that has a cold is  0.05?
3.  In South Africa 30% of the population has AIDS.  There is the  ELISA test that has 90%  sensitivity, in other words that people that have AIDS and take the test, the test is positive. Furthermore it has 95% specificity, that is for those people that don’t have AIDS and take the test, the test is negative.
Using Bayes theory, calculate the probability of a person in South Africa that the test is positive to have AIDS,  P(AIDS/Pos); What must  be the percentage of ΑΙDS such that the conclusion to be  “no AIDS” even if the result of the test is positive?
4. The support vectors for category A are (-1.5, 0) and (1, -1.5) and a line passes through them defining the decision function for category A.  
a)  Find the equation of the decision function for category A.  

The support vector for category B is (1, 1).  The decision function for category B is a line parallel to the decision function for category A. 
b) Find the equation of the decision function for category B.  
c) Find the margin of this SVM.

d) Find the equation of the decision function for this SVM.

e) Draw the support vectors and the three decision functions.
5. Category A consists of the vectors (1,9), (4,6), (1,1) and category B consists of the vectors (6,6), (13,9), (13,1). 
a) Plot the vectors.

b) Find the support vector (one) for each category.

c) Find the maximum margin for this SVM.
d) Find the equation of the decision function for this SVM.
