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1. Basic Laser Physics 

 

Lasers offer the ability produce light with highly specified properties that allow highly tailored 

applications from the generation of laser produced plasmas to probing matter on the 

characteristic response times of the medium. We can think of this laser light as ‘designer light’. 

On the other hand the emission of light from light bulbs/incandescent sources/LEDs and many 

others do not organically produce light of a highly specified nature. These sources of light are 

termed “ordinary light” for the purposes of the discussion below.   

 

1.1 Spontaneous vs Stimulated emission 

 
To understand the fundamental difference between “ordinary light” and laser light it is 

important to first understand the basic interaction of light and matter –photoabsorption – and 

how matter, in turn, responds to this. 

 
Photoabsorption (or absorption) is the process whereby an electron is excited from a lower 

energy level E1 to a higher energy level E2 by absorbing a photon with h= E= E2-E1. A 

schematic of this process for a simple two level system initially in equilibrium/ground state (i.e. 

lowest energy levels filled first) is shown in Fig 1.1. 

 

 

 

 

Figure 1.1 Photoabsorption in a simple two level system 

 
What is the photoabsorption rate? 

Absorption depends on lower state density (N (cm-3)), absorption cross section for a transition 

from level 1 to 2 (12 (m2)) and incident PHOTON FLUX I: Intensity in photons per second 

per m2 

 

𝑑𝑁1

𝑑𝑡
= 𝜎12𝐼𝑁1 =  𝑊12𝑁1      (where 12I = W12) 

 

The important thing to recognise here is that absorption only happens in the presence of an 

incident photon and the rate depends directly on the number of photons arriving per second. 

Once absorption has occurred our simple two level system is now in an “excited state” (Fig 

1.1) and one way it can return to the ground state is via the emission of a photon. This 
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emission, however, can occur via two very different mechanisms that dominate under very 

different conditions – spontaneous and stimulated emission. 

I. Spontaneous emission is a statistical (random) process whereby an electron in an excited 

energy state relaxes to the lower energy state under emission of a photon. Spontaneous 

emission is the source of all ‘normal’ light. 

 
Figure 1.2 Spontaneous emission in a simple two level system. This system has now relaxed 

to the equilibrium/ground state with the emission of ONE photon of characteristic energy E 

 
What is the lifetime of the upper-state (or rate) of spontaneous emission? 

For each atom the process is random and can’t be predicted. However the average lifetime 

can be described in the same way as other random processes (e.g. radioactive decay), by a 

decay time constant - the natural lifetime sp. 

𝑁2(𝑡) = 𝑁2(0)exp (−
𝑡

𝜏𝑠𝑝
) ( cross reference Radioactive decay)  

𝑑𝑁2

𝑑𝑡
=

−𝑁2(𝑡)

𝜏𝑠𝑝
= −𝐴𝑁2 (N2 density in upper state, A: Einstein A-coefficient) 

Typical decay times:  10-11s < sp < seconds 

 
What is the frequency spread of spontaneous emission? 

The natural linewidth sp is determined by Heisenberg’s uncertainty theorem 

Δ𝜈𝑠𝑝 =
1

2𝜋𝜏𝑠𝑝
 

This is the minimum frequency bandwidth for the spontaneous emission transition. Note: many 

mechanisms exist to broaden the line further (e.g. Doppler broadening, collisional broadening) 

but fundamentally the energy level system. 

What are the properties of spontaneous emission? 

• Directionality - Random into 4 steradian (any direction) 

• Polarisation - Random 

• Phase - Random 
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The combination of these properties show that broadly spontaneous emission is determined 

by the properties of radiative decay. 

II. Stimulated emission is the process by which an electron in an excited energy state relaxes 

to the lower energy state under emission of a photon (light) in the presence of a photon 

corresponding to the transition energy E. In this sense the incident photon ‘stimulates’ the 

excited atom to undergo a transition. 

 
Stimulated emission is the source of all LASER light. (Light Amplification by Stimulated 

Emission of Radiation). 

 
Figure 1.3 Spontaneous emission in a simple two level system. This system has now relaxed 

to the equilibrium/ground state with the emission of ONE photon of characteristic energy E.  

 

What is the rate of stimulated emission? 

It is immediately obvious from Fig 1.3 that photons are required to drive stimulated emission 

and that the rate of this will be closely linked to the flux of incident photons. 

𝑑𝑁2

𝑑𝑡
= 𝜎21𝐼𝑁2 =  𝑊21𝑁2      (where the minus sign indicates a transition from level 2 to 

1) 

Note: If I =0 -> 
𝑑𝑁2

𝑑𝑡
= 0 

Stimulated emission is the inverse process of absorption i.e. W21=W12 

What is the frequency spread of spontaneous emission? 

The frequency spread for stimulated emission stim is the same as that of the driving photon. 

What are the properties of spontaneous emission? 

• Directionality – same as the driving photon 

• Polarisation - same as the driving photon 

• Phase - same as the driving photon 

Since the emitted photons has the same properties as the driving photons stimulated emission 

can be thought of as a coherent process. 

Stimulated Emission and amplification (gain) 
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Stimulated emission and absorption compete with each other:  
𝑑𝐼

𝑑𝑡
=  𝜎12𝐼(𝑁2 − 𝑁1) 

Clearly from this, there must be more electrons in the upper state (or more excited atoms) for 

stimulated emission to dominate. This scenario is known as a population inversion. 

 
Figure 1.4. How relative populations of electrons in energy levels effect the dominant 
process. For N2 < N1, dI/dt<1 and absorption dominates i.e. more photons absorbed than 
emitted reducing intensity with respect to time. For N2 > N1, dI/dt>1 and stimulated emission 
dominates i.e. more photons emitted respect to time – gain condition. For N2 = N1, stimulated 
emission matches absorption meaning that dI/dt is a constant (transparency condition) 

 

1.2 Designer light vs ordinary light  

The properties described above can be summarised in the table below 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 
In practice what does this imply? Ultimately these properties suggest that by careful selection 

of the properties of the initial, or ‘seed’, photons and the type of level transitions, laser light 

can be controlled to an exceptionally high degree of accuracy: 

– Monochromatic 

• Very small spread of frequencies 

– Broadband 

• Very small broad spread of frequencies 
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– Coherent 

• Spatially 

• Temporally 

– Polarised 

– Directional 

• A beam of laser light can be made to be very close to parallel 

– High brightness 

• High power per unit area per unit solid angle. 

– Short pulse durations achievable. 

But this raises the question - are these properties really limited to stimulated emission? 

– Yes and no... 

Can ‘ordinary light’ be made monochromatic? 

– YES  

Take a neon-lamp. The emission consists of a few discreet lines. Filtering the 

emission one can achieve a quasi-monochromatic source with a linewidth of 

 ~ 0.1 Å – 1 nm~ 1012-1014Hz (Spontaneous emission linewidth: 

sp=1/ 2sp) 

This is very monochromatic compared to white light (~~1015Hz) 

How monochromatic can lasers be designed? 

– A typical frequency spread is < 1nm  

– Calculate the frequency spread using  /  =  /:  

For a Diode Laser @ 630nm ->  =3 x 1015 s-1 ->  = 1013 s-1. 

– Lowest possible spread is about 1Hz!! (for Gravitational Wave Observatories, 

LIGOs) 

• NOT possible with a  spontaneous light source 

Are all lasers monochromatic? 

– NO. 

• Many lasers operated on several lines at once (e.g. Ar+-lasers) 

• Short pulse lasers must have a large bandwidth 

-> A 5 fs (5 x 10-15 s) laser has around 200 nm bandwidth 

Note: that is almost the entire visible spectrum. 
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2. Making laser pulses – real light waves, Fourier series and 

coherence  
 

It seems spontaneous emission can have similar properties to many lasers – so what 

is the key difference? To understand this we must first look at the basics of waves and their 

implications on what we can observe in the laboratory. 

 

2.1 The Ideal wave equation  

A plane wave at a single frequency  propagating in +r direction for all times t and all space 

r 

E(r,t)=E0 cos(t – kr) 

What is a single frequency plane wave? 

– A plane wave is infinite in the spatial dimensions perpendicular to r 

– The surfaces of equal phase are planes perpendicular to r 

– There is only one frequency  present. 

 The wave has constant amplitude for all times t. 

 The light ‘pulse’ is infinitely long. 

Such a light wave has perfect coherence and it is not very realistic. For example, it is difficult 

to imagine manmade light source that has been ‘on’ forever from an infinitely large source. 

The implication of this impractically is that light from a manmade (and in fact any conceivable) 

source must be thought of on its most basic level as a pulse – i.e. finite aperture is space and 

time. Therefore, we need to understand how to describe real light pulses/beams. 

 

2.2 Real light pulses and Fourier’s Theorem 

Real beams and pulses of light are described by a superposition (addition) of many individual 

sine and cosine waves of spatially and temporally limited extent. 

Fourier’s theorem states that if f(x) is a finite, single valued, function of period 2 (0 to 2 or –

 to +) it can be expanded in a trigonometrical series given by: 

( ) ( )


++=
11

0 sincos
2

)( ntbnta
a

tf nn

 

A full discussion of Fourier theory is beyond the scope of this lecture series, but suffice to say 

the important concept to grasp is that all physically realisable waveforms can be described as 

a sum of harmonic cosine and sine terms with weighted amplitudes (an and bn in the equation 

above are known as the Fourier Coefficients). 
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2.3 Coherence 

In general terms one get a feel for what (full) coherence means by thinking of it as the ability 

to predict the properties of a function at any point in space and time from the knowledge of the 

function in one point and one time. 

For example, we can clearly predict the value E(t) of the monochromatic plane wave from 

section 2.1  

E(t)=E0 cos(wt-kr) 

 

for all times t since it is fully coherent. The reason for this is because there is a fixed phase 

difference between two points r1 and r2 for all times t. But what happens if this correlation is 

not perfect for all times t? 

One easy way to think of this is as follows: How likely is it that you know the weather in Crete 

if you know what the weather is like in your city/town? What about making the same prediction 

the next nearest town/city to you? Clearly there is some correlation over short distances – but 

it fails over longer distances. The same is true of time – if we know the weather today how 

well can we predict the weather at an exact time next week or next month? 

 

Clearly the weather IS correlated (coherent) over short distances/time frames but no over 

longer ones. This is an example of partial coherence. How can we quantify partial coherence? 

 
How does one measure coherence 

– If we interfere two coherent waves (or one wave with itself) we will observe an interference 

patter that doesn’t vary with time -> Any detector can see it, not matter how slow its 

response 

– Maxima occur for a phase difference =(t1-kr1)- (t2-kr2)= 2n 

– Minima occur for =(t1-kr1)- (t2-kr2)= (2n-1)  
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Figure 2.1 Schematic for measuring coherence  

If the wave is incoherent the relative phase will be random and maxima and minima will occur 

at rapidly varying position. This can only be seen with a very fast detector. A slow detector 

simply observes uniform illumination - the time average. If, on the other hand, the source is 

coherent. 

Thought experiment: Assuming a coherent source is incident how can this setup be modified 

to mimic an incoherent source at the measurement screen. Hint it has to be continuously 

modified. 

 

2.4 Partial Coherence 

Partial coherence can be quantified by calculating the coherence length for two waves i.e. the 

distance or time over which two waves add coherently. Let’s look at the coherence between 

two ideal cosine waves: 

E1=cos(1t-k1x) 

E2=cos(2t-k2x) 

Looking at the superposition of the two waves: 

E=E1+E2=2cos(t-kx)cos(t-kx) with  

 = (1- 2)/2, k=(k1-k2)/2,w=(1+2)/2, k=(k1+k2)/2. 

Immediately it is clear that there will be two different frequencies present in the solution, a 

schematic of which is given in Figure 2.2. 

 

Figure 2.2 Beat pattern from the superposition of two waves with different frequency 

Even from this simple example it is clear that the superposition of two waves of different 

frequency results in a carrier frequency (the fast oscillation) and a modulation frequency (slow 

oscillation). This gives the overall effect of a beat pattern and is the basis for all pulse formation 

in laser systems. It should also be clear that this ‘beating’ is occurring since the two waves E1 

and E2 are running in and out pf phase with each other – they are partially coherent. Therefore, 

the beating or pulse duration is a direct measure of the partial coherence of the light beam. 
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Let’s take the difference between the nodes of the superposition function/beat pattern as the 

time taken for the two waves to run completely out of phase with each other and define this 

as the ‘coherence time’, tC. This occurs for the following condition:  tC=/2 or 

tC=/(2)=1/        

The coherence length is then given by Lc=ctc where c is the speed of the wave. The 

significance of this should now be clear. By virtue of the fact that real light beams can only be 

described by a superposition of many individual sine and cosine waves of spatially and 

temporally limited extent there will ALWAYS be partial coherence, or a finite coherence length, 

associated with the beam. This places several fundamental limits on real light beams/pulses: 

A. The Transform Limit: What is the coherence length for a continuous spread of 

frequencies? 

Assuming a Gaussian spectrum we get the same result as above: 

 LC=ctC=c/= 2/  ( :Full width at half maximum frequency bandwidth and tC=1/) 

This makes intuitive sense - when significant components first run out of phase the 

coherence will be compromised. 

 But the minimum pulse duration  of a Gaussian is just ~1/ (approximately) 

 = tC: the pulse duration is just the coherence length! 

 

A pulse which has the shortest possible duration for its bandwidth  is called “Transform 

Limited” and has a coherence length equal to its pulse duration. (The exact relationship is  

>0.441 for a Gaussian spectrum). 

B. The Diffraction Limit: Can a beam of finite diameter have k=0? 

Another way to ask this question is can a beam of finite diameter be truly parallel and therefore 

never expand? 

From the above discussion we know that real, finite diameter beams can only be represented 

by a superposition of many individual sine and cosine waves of spatially limited extent. That 

implies that k   0, or that there will always be a spread of spatial frequencies. To better 

understand the implications of this consider the case presented in Figure 2.3. 
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Figure 2.3 Aperturing an infinite plane wave 

An infinite plane wave with k=0 is incident from the left side of an aperture with finite width 

D. However, the aperture introduces a spread of spatial frequencies such that k   0. 

Essentially this is just a single slit experiment (cross reference: Huygens’ wavelets interfering). 

 The wave does not stay at width D but expands due to diffraction. 

 Different parts of the beam now propagate in different directions: k0. 

The angular separation between the first minima is DL=/D and defines the direction limited 

divergence for the beam. This places a fundamental limit on the beam and makes the concept 

of a geometric focus impossible for finite beams (Figure 2.4) 

 

 

Figure 2.4 Focusing schematic for finite (red) and infinite (dotted) plane wave beams 

 

A finite wave focuses to a spot of finite size. Why? 

Explanation A) when the beam gets sufficiently small diffraction effects outweighs the 

focusing by the lens. 

Explanation B) the finite beam has a spread of k-vectors (propagation directions) and these 

focus in different points 
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Figure 2.5 Diffraction limited focusing for finite beams 
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3. Designer light  
Stimulated emission allows the efficient production of light with very well defined properties 

– Laser approach: Select photons with the desired properties and amplify them 

(‘clone them’) using stimulated emission. 

– This contrasts to the inefficient ‘shot gun’ approach one would have to use with 

spontaneous emission. 

– The losses make highly controlled light sources completely impractical to 

achieve. 

• Laser light is, in effect, uniquely different from spontaneously emitted 

light 

(cf. also quantum entanglement). 

• However Lasers are not more efficient at producing light per se: 

– Most efficient lasers have efficiencies of ~0.5-0.7 (Laser diodes) 

(but more typically a 0.1% - a few %) 

– Most efficient standard sources have efficiencies of ~0.5-0.7  

(more typically ~10%) 

 
The catch is simply that capitalising on the gain mechanism provided by stimulated emission 

allows preferential growth of desired properties. This has the overall effect of making the 

process vastly more efficient than if spontaneous emission was used. 

 

3.1 Cavities and the use of stimulated emission to engineer the properties of 

light 

               

Figure 3.1 Simple cavity schematic 

How does a cavity generate laser output? 

Initially the laser medium is pumped to produce emission on the lasing transitions. The basic 

cavity operation is as follows: 

– One of the mirrors is a partial reflector with reflectivity R<1 

– In steady state there will be a constant number of photons oscillating in the cavity 
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– The output of each roundtrip will be 

𝐸𝑜𝑠𝑐 ∙ (1 − 𝑅) =  𝐸𝑜𝑠𝑐 ∙ 𝑇, where 𝐸𝑜𝑠𝑐= cavity energy content, T= transmission) 

– The power will be 𝑃𝑜𝑢𝑡 = 𝐸𝑜𝑠𝑐 ∙
𝑇

𝑡𝑅
 (where 𝑡𝑅  is the cavity roundtrip time) 

The typical output of this extremely simple cavity is 

– Frequency space: Multiple frequencies (temporal modes) oscillate 

– K-space:  Multiple spatial modes oscillate, beam is not diffraction limited 

Immediately we see that this is far from the idea of designer light described above. However, 

the use of a cavity is not without a reason. First, we can remove unwanted spatial modes by 

inserting a spatial filter giving full control of the spatial coherence of the light in the cavity. In 

this scheme (Figure 3.2) all rays that fall outside DL (the difraction limit) will be rejected by the 

aperture. On the next pass the majority of photons propagating in the cavity will only have DL 

and since stimulated emission is effectively a cloning mechanism for photons this directionality 

(of diffraction limited performance) will dominate the spatial mode of the cavity.

 

Figure 3.2 Spatial filter to control spatial coherence within the cavity 

The discussion above allows the simple operation of a cavity to be understood – introduce 

loss mechanisms into the cavity for “undesired” properties of the light while at the same time 

allowing “desired” properties to freely propagate within the cavity and experience gain due to 

stimulated emission in the laser medium. 

3.2 Gain coefficient 

From the above discussion it is clear that gain is required to enhance the desired properties 

of the light within the cavity. For a given length of lasing material the gain can be best be 

described by studying the increase in intensity as it travels along the lasing medium. This is 

given by 

𝑑𝐼 =  𝜎12(𝑁2 − 𝑁1)𝐼(𝑧)𝑑𝑧 

 
which allows us to define the gain coefficient  

     𝑔 = 𝜎12(𝑁2 − 𝑁1) 

such that  
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𝑑𝐼

𝑑𝑧
=  𝑔𝐼(𝑧) 

a solution of which is  

𝐼(𝑧) = 𝐼0𝑒𝑔𝑧 

 

Finally, the total gain per pass G can be defined as  

𝐺 =
𝐼(𝑧)

𝐼0
= 𝑒𝑔𝑧 

 

3.3 Controlling laser performance in cavity – the principle 

Even very low gain systems can be made to lase once stimulated emission dominates. The 

condition for this to occur is that the number of photons increases every round trip. 

Starting with a gain per pass G:  

𝐺 =
𝐼(𝑧)

𝐼0
= 𝑒𝑔𝑧 

 

To satisfy this condition we need 𝐺 > 1 (i.e.  an optical gain medium with N2>N1 will achieve 

this). Of course for a real cavity we want to get some light out so they will have inherent losses. 

For the mirrors in Figure 3.1. Mirror 1 and 2 with reflectivities R1 and R2 respectively we can 

define the cavity reflectivity as R=R1R2<1 

If the mirrors have a reflectivity R<1 then we require GR>1 to achieve lasing i.e. the gain must 

be large enough to offset losses due to getting some light out every round trip. From this we 

can define the threshold gain 

𝐺 =
1

𝑅
 

Once a cavity is above threshold i.e. 𝐺𝑅 > 1 it will amplify photon numbers by stimulated 

emission leading to an exponential increase of photons 

Conversely if a cavity is below threshold i.e. 𝐺𝑅 < 1, photon numbers will decrease 

exponentially. 

Therefore, the approach discussed in 3.1 above can be quantified as follows: Add design 

features that increase the loss L for unwanted photons such that  

𝐺𝑅𝐿𝑢𝑛𝑤𝑎𝑛𝑡𝑒𝑑 < 1 

Ensure that desirable photons are above threshold  

𝐺𝑅𝐿𝑑𝑒𝑠𝑖𝑟𝑒𝑑 > 1 
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This is the simple principle of operation for laser cavities. This principle allows careful selection 

of temporal frequency bandwidth and spatial frequencies/modes such that the transform 

limited pulse duration with diffraction limited performance (discussed in 2.2 above) can be 

achieved. This provides the basis of ultrashort pulse laser systems.  
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4. Basics of linear Laser Matter interaction 

4.1 Semi-classical Absorption and Emission, Einstein Coefficients 

In a two-stage quantum system three linear phenomena generally occur when a laser of low 

energy and low intensity interacts with matter. In these linear phenomena only one photon 

participates and for this reason these phenomena are also entitled as single-photon 

processes.  

The first phenomenon is the linear resonance absorption of light where a photon with energy 

equal with the energy difference between the two stages of the quantum system is absorbed 

and the quantum system is excided in the excitation stage. 

 

 
 
The second linear phenomenon is the spontaneous emission where the quantum system is 

initially excited and because of the so-called quantum fluctuations the system is de-excited 

and emits a photon with energy equal with the difference of the stages. 

 

  

 

The third phenomenon is the stimulated emission where in the presence of a photon with 

energy equal to the energy difference of the two quantum stages an already excited atom is 

de-excited and emits a second photon with the same energy and k-vector as the initial one.  

 



 
 

P a g e  | 27 

 
In an equilibrium condition where the number of absorbed photons is equal with the number 

of the spontaneously emitted photons it happens: 

 

Where Rnm and Rmn are the absorption and emission rates and Nn, Nm the number of atoms 

in n and m state at temperature T. Therefore: 

 

In equilibrium steady-state condition: 
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4.2  Linear Propagation of a laser electric field 

By combining Maxwell equations and considering only the dipole response of the material it 

holds 

 

where ε0 is the permittivity of the free space and P(r,t) is the polarization of the medium. 

For low laser intensities and electric fields (laser electric field orders of magnitudes less than 

the electric field that connects electrons with the nucleus)  

 

where χ(1) is the linear susceptibility tensor, which is a scalar quantity for an isotropic material. 

Assuming an instantaneous material response (e.g. no ferroelectricity) 

 

 

(4.1) 

where n0 is the refractive index of the material.  To derive Equation 5.1 it is assumed no free 

charges and spatial independent susceptibility. The above wave equation governs all the 

linear optical propagation phenomena inside the matter and can be solved for certain material 

and geometrical schemes. For a short laser pulse (which have broad frequency spectrum) and 

because the index of diffraction depends on wavelength, dispersion occurs simultaneous with 

the pulse propagation. As a final effect the laser pulse duration increases (chirp phenomena-

color dispersion).    
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5. Evolution of laser technology 

5.1 Theoretical background of Stimulated emission 

The theoretical background of Stimulated emission was presented by Einstein in 1916. First 

Maser (“M” →Microwave) was presented by Charles H. Townes and coworkers in 1954. The 

first laser was a solid-state Ruby laser and was discovered by Theodore H. Maiman in 1960. 

 

The Lasing Process can be described by the following steps: 

• Population inversion―Through pumping and the existence of a metastable state. 

• Seed photons―From spontaneous emission and initiate the stimulated emission 

process. 

• Optical cavity―Resonant enhancement and define the output wavelength. 

• Gain saturation–Population inversion decreases as stimulated emission increases. 

→Steady state 

• Output coupling―Let some of the photons out at each round trip. 
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The first method for pulsed laser operation was the Q-switching. A Variable attenuator inserts 

inside the laser's optical resonator (light which leaves the gain medium does not return, and 

lasing cannot begin). This produces a population inversion, but laser operation cannot yet 

occur since there is no feedback from the resonator. Since the rate of stimulated emission is 

dependent on the amount of light entering the medium, the amount of energy stored in the 

gain medium increases as the medium is pumped.  Due to losses from spontaneous emission 

and other processes, after a certain time the stored energy will reach some maximum level; 

the medium is then gain saturated.  

At this point, the Q-switch device quickly changes, allowing feedback and the process of 

optical amplification by stimulated emission to begin. Because of the large amount of energy 

already stored in the gain medium, the intensity of light in the laser resonator builds up very 

quickly; this also causes the energy stored in the medium to be depleted almost as quickly. 

The net result is a short pulse of light output from the laser, known as a giant pulse, which 

may have a very high peak intensity. 

The two known techniques of Q-switching are the active and the passive. The active Q–

Switching is an externally-controlled technique through a variable attenuator. This may be a 

mechanical device such as a shutter, chopper wheel, or spinning mirror/prism placed inside 

the cavity, or (more commonly) it may be some form of modulator such as an acousto-optic 

device or an electro-optic device - a Pockels cell or Kerr cell. The reduction of losses (increase 

of Q) is triggered by an external event, typically an electrical signal. The pulse repetition rate 

can therefore be externally controlled. In the passive Q-Switch the Q-switch is a saturable 

absorber, a material whose transmission increase when the intensity of light exceeds some 
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threshold. A typical Q-switched laser (e.g. a Nd:YAG laser) with a resonator length of e.g. 10 

cm can produce light pulses of several tens of nanosecond duration. Even when the average 

power is well below 1 W, the peak power can be many kilowatts. Large-scale laser systems 

can produce Q-switched pulses with energies of many joules and peak powers in the gigawatt 

region. 

The other method of pulsed laser operation is the Mode-locking technique.  Natural Bandwidth 

of the material laser gain bandwidth. The Laser Cavity supports quantized longitudinal 

standing wave modes (Δf=c/2L). There is a convolution of the above that results to a laser 

output spectrum.  In a simple laser, each of these modes will oscillate independently 

(randomly), with no fixed relationship between each other due to thermal changes in materials 

of the laser. In lasers with only a few oscillating modes, interference between the modes can 

cause beating effects in the laser output, leading to random fluctuations in intensity; In lasers 

with many thousands of modes, these interference effects tend to average to a near-constant 

output intensity, and the laser operation is known as a c.w. or continuous wave. 

If oscillating modes operate with a fixed phase will periodically all constructively interfere 

producing an intense burst (pulse of light). Such a laser is named to be mode-locked or phase-

locked.  These pulses occur separated in time by τ = 2L/c, where τ is the time taken for the 

light to make exactly one round trip of the laser cavity (laser repetition rate). This time 

corresponds to a frequency exactly equal to the mode spacing of the laser, Δf = 1/τ. The pulse 

duration of the laser burst depends on the number of mode lock modes 

Δt=a/(N × Δf)                                                 (5.1) 

where a is a constant that depends on the pulse shape (0.441 for Gaussian and 0.315 for 

sech square), N is number of mode locked modes and Δf is the mode spacing. There are also 

two types of mode-locking the Active Mode Locking (e.g. with acousto-optical modulator) and 

the Passive Mode Locking (e.g. saturable absorber). 
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Typical Q-switched laser performance are the femtosecond laser oscillators that utilizing the 

Kerr effect). 
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6. Basics of ultrafast and intense laser technology 

6.1 Introduction to ultrafast and intense lasers  

 

Different time scales are used for the study of different physical phenomena.  

 

Figure 6.1 The time scales 

In fast phenomena the pulsed laser light offers a significant advantage. Pulsed laser operation 

means that at the same time the power spectrum of the laser is broad. Therefore, in time-

frequency analysis a δ-function in time corresponds to flat spectrum in all frequencies and vice 

versa.  
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Figure 6.2 Time vs frequency 

Ultrafast lasers are nothing else than the coherent superposition of thousand longitudinal 

modes of a laser cavity. 

 

Figure 6.3 Superposition of longitudinal modes 
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In order to understand the mathematical description of a pulsed laser in time and in frequency 

domain let’s start to describe the AC electric field of a Laser.  The e-Field Fourier transform 

gives 

 

If E(t) is a real function, which it will be whenever it represents an actual physical observable 

then E(ω) = E*(-ω), only the positive spectrum at ω>0 remains. 

 

We know that the instantaneous intensity I(t) of a pulse whose electric field profile is E(t) is 

proportional to |E(t)|2 = E(t)E*(t).  According to Parseval’s theorem  

 

Therefore, the time-integrated intensity is equal to the frequency-integrated intensity, except 

for a multiplicative factor.  For this reason, the quantity is called the power spectral density. 

|E(ω)|2 = E(ω)Ε*(ω). 

Let’s consider now the Laser AC Electric Field in the Frequency domain: 

 

 

The corresponding laser AC electric field in time domain is: 
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If now we introduce the laser pulse Chirp in time domain we have: 

 

Another important parameter is to introduce the laser intensity in the time and frequency 

domains 
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Now we consider the case where a laser pulse is propagating inside a medium with index of 

diffraction equal to n(ω). 
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In this frame lets calculate the dispersion of a 4.4 fs laser pulse that propagates in a 2 mm 

fused silica plate as an example using the freeware program v-chirp®. 

 

 

6.2 Chirp pulse amplification 

The main method back of the high energy ultrashort laser pulse is the Chirp Pulse 

Amplification (CPA) which is presented schematically in the figure below: 

 

In the following two figures to CPA techniques are illustrated based in optical designs based 

in optical stretcher and optical compressors.   
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6.3 Characterization of laser pulse temporal profile 

The next important step, in the technology of ultrafast laser pulses, is the method to measure 

and characterize the laser pulses. The introduction of the definition of the correlated functions 

is important towards the step of ultrafast laser pulse characterization 

[https://en.wikipedia.org/wiki/Optics & /Optical_autocorrelation]. 

 

The fast first order autocorrelation pulse is able only to measure the power spectrum 

of the pulse and not the pulse duration. 
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In the next figure are illustrated some examples of Field (1st order) autocorrelation 

functions for some laser pulse duration profiles [https://en.wikipedia.org/wiki/Optics & 

/Optical_autocorrelation]. 
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If we want to measure the laser pulse duration we have to measure the second order 

autocorrelation function (interferometric autocorrelation). 

 

In the next figure is illustrated some examples of Interferometer (2st order) 

autocorrelation functions of some laser pulse duration profiles. 
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The laser pulse duration (FWHM) can be also measured with a rigorous way by the 

second order slow autocorrelation function (intensity autocorrelation) 
[https://en.wikipedia.org/wiki/Optics & /Optical_autocorrelation]. 
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7. Basics of non-linear laser matter interaction 

7.1 Polarization for relative higher laser intensities and electric fields 

For relative higher laser intensities and electric fields (laser electric field less than the electric 

field that connects electrons with the nucleus) the polarization has non-linear terms of the 

electric field: 

 

Then, there are terms in the polarization that oscillates with higher harmonic frequencies for 

example 2ω: 

 

Now, adding two fields with different frequencies we have: 

 

In the above figure an example of resonant absorption of two different laser frequencies ω1 

and ω2 and emission of photons with frequencies ω1+ ω2 (sum frequency generation), 2ω1, 

2ω2  (second harmonic generation) and ω1-ω2 (difference frequency generation) is illustrated.  
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In these multiphoton schemes and for efficient processes it is important to fulfill at the same 

time the energy and the momentum conservation. This is nothing else than the phase 

matching condition. 

 

The phase matching condition is very important in the second harmonic generation in 

birefringent non-linear crystals. 
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7.2 Non-linear Kerr effect and the Self Phase Modulation (SPM) 

Another important phenomenon in non-linear laser matter interaction is the non-linear Kerr 

Effect and the Self Phase Modulation (SPM). 
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In the above figure some numerical examples of self-phase modulation of two different pulse 

duration pulses that propagates inside a non-linear medium are illustrated. The generation of 

new frequencies is obvious, especially in the case of the shorter pulse and wide non-linear 

medium. 

 

Also in the next figure an application of Kerr effect in the technology of ultrafast laser pulse 

generation is illustrated. 

 

The self-phase modulation is used also in the generation of few cycle laser pulses where the 

bandwidth of the laser is needed to be few hundreds of nanometers. 
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8. Ultrafast laser solid surfaces interaction 

8.1 Main regimes of laser solid matter interaction 

The two main regimes of laser solid matter interaction is the thermoelastic and the 

ablation/plasma regime and the physical phenomena that are investigated can be 

categorized to: 

•  Thermoelastic Regime (Picosecond Ultrasonics, non-linear photoemission, 

harmonic generation, non-linear absorption, electron and phonon relaxation 

processes, plasmons, THz Light generation) 

• Ablation/Plasma regime (Ponderomotive force, Higher Harmonic generation, intense 

attosecond pulses, particle acceleration, X-ray generation, Thomson Scattering) 

 

In the thermoelastic regime  

➢ Absorption of the laser pulse results in an increased localized temperature below the 

melting point of the material 

➢ Local thermal expansion generates thermal stresses and material vibrations 

➢ Only electrons and photons are the secondary generated products of the interaction  

➢ The material fully recovers in its initial condition after a characteristic time depending 

on material nature and laser pulse characteristics  

 

In the ablation/plasma regime  

➢ Absorption of the laser pulse results in an increased localized temperature above the 

melting point of the material  

➢ Some material is evaporated (typically some nanometres) and vibrations are 

generated mainly by the recoil effect of the expanding evaporated material. 

➢ A plasma is often formed above the material surface and its expansion can make a 

substantial contribution to the ultrasonic generation. 

➢ Ions, Electrons and Photons are the secondary generated products of the interaction 

➢ The material never recovers in its initial condition in the place of the interaction 
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When a material is irradiated with a short-laser pulse for laser fluence below the ablation 

threshold 

➢ Absorption of the laser pulse results in an increased localized temperature  

➢ Local thermal expansion, thermal stresses   

➢ Generation of ultrasonic waves in the solid in all directions from the generation site.  

 

 

 

 
 
 
 
 
 
 
 
 
 
A typical generation and detection scheme for ultrasounds in the thermoelastic regime. 
[Orphanos Y. et al, “Short-pulse laser-generated surface nano-acoustic waves”, Micro and Nano 2012] 

Short Pulse 

Laser 

Material 
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8.2 Nanosecond laser pulses interaction with matter 

When nanosecond laser pulses interact with matter the Electron and Lattice are in 

thermodynamic equilibrium and they described by a common temperature, T, and the following 

equations describe the physical phenomena that occur 
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8.3 Femtosecond laser pulses interaction with matter 

When femtosecond laser pulses interact with matter the Electron and Lattice are initially in 

non-thermal equilibrium and the following equations describe the physical phenomena that 

occur 
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9. Coherent laser driven XUV sources 

Laser driven sources of coherent extreme ultraviolet (XUV) radiation can act as ultrafast 

flashes of light to allow us to probe nature on nanometre spatial scales and femtosecond (10-

15s) or even attosecond (10-18s) timescales.  The fundamentals of how such pulses can be 

created by exploiting non-linear interactions with various target media across a range of laser 

intensities will be discussed.  Particular focus will be paid to methods of isolating single pulses 

from trains of attosecond pulses generated in these interactions. 

9.1 Attosecond pulse trains 

9.1.1 Why do we need coherent XUV sources? 

Studying the dynamics of the microcosm on atomic time scales requires the development of 

novel radiation sources that can achieve the required spatial and temporal resolution.  A 

camera can be limited by the detector (spatial resolution by lens quality and temporal 

resolution by shutter time) or potentially by the properties of the camera flash itself (ultimate 

spatial limit is the wavelength of the light, in a dark room the temporal resolution can be the 

duration of the camera flash). 

The ultimate limit to the temporal duration of a laser pulse is the length of a single cycle, one 

period of the electromagnetic wave, which for radiation in the visible range of the spectrum is 

on the order of femtoseconds (10−15s).  Whilst very short and still useful for studying a range 

of molecular dynamics physics, to study dynamics of atomic bound electrons attosecond 

(10−18s) resolution, and hence radiation extending into the extreme-ultraviolet (XUV) regime, 

is needed.  Since diffraction limits spatial resolution to the ≈ the wavelength used, such 

radiation is also needed to achieve spatial resolution of nanoscale structures.   

Time-frequency relationship 

The spectral structure of any light pulse is related to the temporal structure of the 

electromagnetic fields that form the pulse by the Fourier transform.  A useful analogy is the 

relationship between a slit function and the far-field Fraunhofer diffraction pattern that results 

from diffraction at a slit which can be found by Fourier transforming the slit function.  In this 

case, a top-hat slit function results in a sinc2 function for the angular distribution of the 

diffracted radiation where the diffraction pattern becomes wider as the slit gets smaller.  

Likewise, for the spectral domain, a wider frequency bandwidth (Δ𝜈) can lead to a shorter 

pulse (Δ𝑡) in the temporal domain according to  

Δ𝜈Δ𝑡 = 𝛼       (9.1) 
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Where 𝛼 is a constant on the order of unity that depends on the shape of the spectral amplitude 

function.  For a Gaussian function we have 𝛼 ≈ 0.44. 

This, however, is not the full story.  It is not sufficient to have enough bandwidth to support a 

short pulse, we must also consider the relative phase between different spectral components.  

A flat phase indicates that all the peaks of each wavelength line up at some point and add 

together to give a short pulse.  In this case, the pulse duration is given by equation (1) and we 

say the pulse is transform limited. 

9.1.2 Pulse trains and high order harmonics 

The output of a laser is not quite as simple as the single pulse discussed so far.  We will have 

a train of pulses separated by the round trip time of the cavity.  In the Fourier domain this will 

be seen as a frequency comb with a constant frequency spacing.  This is analogous to how a 

diffraction grating relates to a single slit.  The diffraction grating pattern will consist of individual 

diffraction orders with an envelope function determined by the width of each groove.  Likewise, 

a frequency comb in the time domain will (assuming flat phase) be a regularly spaced pulse 

train as shown in figure 9.1. 

 

Figure 9.1 An equal spacing frequency comb and it’s corresponding temporal structure, 
assuming a flat spectral phase.  The width of individual modes and pulses are related to the 
overall width of the temporal and spectral envelope functions (dashed lines) respectively.  The 
spacing of the frequency comb is also directly related to the spacing of the pulse train.   

The spacing of the pulse train will just be the reciprocal of the frequency spacing: 

Ttrain =
1

Δ𝜈𝑐𝑜𝑚𝑏
 

(9.2) 

The width of the envelope function of the frequency comb will be related to the width of each 

individual pulse according to equation (9.1): Δ𝜈Δ𝑡 = 𝛼 and vice versa for the envelope of the 

pulse train: Δ𝜈𝑚𝑜𝑑𝑒Δ𝑡𝑡𝑟𝑎𝑖𝑛 = 𝛼  



 
 

P a g e  | 62 

Harmonics are nothing more than a frequency comb when the spacing of the pulse train is the 

length of an optical cycle (𝑇 = 𝜆/𝑐).  Thus, when we observe harmonics we know this is the 

signature of interference of individual attosecond pulses in the same way as a diffraction 

grating pattern results from interference from individual grooves.  This will become important 

for laser driven XUV sources as the period of the driving laser pattern will result in a series of 

equally spaced pulses resulting in harmonics that can extend into the XUV regime with an 

overall broad bandwidth sufficient to support attosecond scale pulses.  One further challenge 

will then, of course, be to isolate individual pulses from this pulse train. 

9.2 High harmonic generation in gases 

9.2.1 Single atom mechanism – the three-step model 

At sufficiently high laser intensities, the electric field of the laser is sufficiently strong that it can 

significantly modify the potential well of an atom as shown in figure 9.2. This perturbed shape 

will allow an electron to quantum tunnel out of the barrier on the suppressed side with a certain 

probability that will depend on the strength of the laser field at this point.  A liberated electron 

is free to move in the laser field where it can gain energy before returning to the parent ion 

and recombining and releasing an XUV photon with energy given by  

𝜖𝑝ℎ = 𝜖𝑖𝑜𝑛 + 𝜖𝑘     (9.3) 

where 𝜖𝑖𝑜𝑛 is the ionisation potential and 𝜖𝑘 is the kinetic energy gained by the electron 

traveling in the laser field. 

This so-called 3 step model, first attributed to Corkum [2], allows us to make some powerful 

predictions about the properties of the resulting radiation.  Firstly, we know it will be in the form 

Figure 9.2 The three step model.  Following tunnel ionization, the electron is free to 
move in the laser field where it gains energy before returning to the parent ion where 
it recombines and gives up this energy as an XUV photon [1] 
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of harmonics of the laser frequency.  Going further, we say the system has inversion symmetry 

and the contribution when the electric field is positive will be the same as when it is negative 

but with opposite sign.  This means we will get two pulses per optical cycle with alternating 

phase, which give us only odd harmonics in the Fourier domain. 

Secondly, by modelling the electron trajectory with a simple 1D model where we assume the 

motion to be dominated by the forces due to the laser electric field, we can determine the 

possible return velocities of the electron. The kinetic energy corresponding to the maximum 

return velocity turns out to always have a value of 3.17𝑈𝑝 where  𝑈𝑝 is the ponderomotive 

energy of the driving laser which is simply the cycle averaged kinetic energy of a single 

electron moving in the laser’s electric field and is given by 

𝑈𝑝 =
𝑒2𝐸0

2

4𝑚𝑒𝜔2      (9.4) 

Where 𝑒 is the electron charge, 𝐸0 is the electric field amplitude, 𝑚𝑒 is the electron mass and 

𝜔 is the angular frequency of the laser.   

A typical harmonic spectrum is shown in figure 9.3. Here we see a characteristic plateau 

extending out to a cutoff region, which approximately corresponds to the maximum return 

energy just discussed.  Notice only odd harmonics are indicated here. Unfortunately, this 

single atom model does not tell the full picture and we have to also look at the macroscopic 

picture to develop a full understanding of this mechanism. 
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9.2.2 Macroscopic effects – phase-matching 

In any dispersive medium, different frequencies will propagate with different phase velocities 

and hence, any phase relationship between the pulses at the start of the medium will change 

as they propagate through.  In the ionised gas medium, the dominate effect is typically free 

electron dispersion due to the variation of the refractive index: 

𝜂 = √1 −
𝑛𝑒

𝑛𝑐
      (9.5) 

Where 𝑛𝑒 is the electron density and 𝑛𝑐 is the critical density that you’ll have seen already and 

which, crucially, depends on the wavelength of light.  The high frequency harmonic effectively 

has a refractive index of 1 but the laser frequency will depend on equation 9.5.  As the 

harmonic and laser relative phase slips, harmonic radiation will be generated out of phase with 

that co-propagating with the laser leading to destructive interference and a limit to the 

efficiency.  This is often quantified by the coherence length: 

𝐿𝑐 =
𝜋

Δ𝑘
      (9.6) 

Where Δ𝑘 is the mismatch between the wave vector of the harmonic and that of the laser 

(effectively the phase mismatch per unit length).  When the total phase mismatch is 𝜋, any 

further harmonic generation will start to destructively interfere.  This can be a complex process 

with both longitudinal and transverse variation.  For low ionisation fractions, the neutral 

Figure 9.3 A typical spectrum of HHG from gases which closely resembles single 
atom predictions.  A plateau region of harmonics is observed before the efficiency falls 
of sharply at the cutoff frequency [3] 



 
 

P a g e  | 65 

contribution to the refractive index can partially compensate the free electron dispersion whilst 

at high ionisation fractions this becomes a negligible contribution.  Phase effects due to the 

3D propagation of the laser can also be exploited (a phenomenon called the Gouy phase).     

9.2.3 Isolating single pulses 

Having two pulses for every laser cycle can be restrictive if these pulses are to be used for 

measurements needing the full temporal resolution of a single attosecond pulse. Thus, we 

must find some way to gate the emission to only one pulse. 

Intensity gating is possible for harmonics near the cut-off and for extremely short laser pulses 

(FWHM < 5fs).  In this case, only a single cycle of the laser pulse reaches sufficient amplitude 

to drive the HHG process for the higher harmonics and thus if all other spectral components 

are filtered out, we are left with a single attosecond pulse.   

For longer pulses we can exploit the strong dependence of the efficiency of the process on 

the ellipticity of the driving laser. Budil et al. [4] experimentally verified that elliptically polarised 

light will strongly suppress the efficiency of the harmonic emission process.  This can be 

intuitively understood by considering that the polarisation direction of an elliptical pulse is 

constantly changing direction, thus so will the path of the free electron which is then more 

likely to “miss” the parent ion upon its return.  By constructing a laser pulse whose polarisation 

flips from circular to linear for less than one half cycle to circular again, the harmonic emission 

will be restricted to only the linear part.  This technique is known as polarisation gating and 

has been widely verified as viable route to isolated attosecond pulses.  One possible method 

of generating a pulse with such a complex polarisation structure using birefringent plates is 

shown in figure 9.4. 
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9.3 High harmonic generation from plasma surfaces 

9.3.1 Intense laser-surface interactions 

Whilst XUV generation in gas media is a widely used source of coherent attosecond radiation, 

it is limited by ground state depletion and phase-matching effects as the pulse intensity is 

increased which limits the efficiency.  Going beyond the intensities used for HHG in gases, to 

intensities > 1018𝑊𝑐𝑚−2 we reach a regime where we can effectively assume full ionisation 

of the target.  In this regime, a lot of interesting physics takes place during interactions with 

initially solid targets which become overdense after ionisation (free electron density greater 

than the critical density which means the plasma reflects the incident laser). 

During these intense interactions, we can also get coherent attosecond XUV radiation emitted 

in the reflected direction, without the same intensity limitations as gaseous media.  There are 

a variety of the possible mechanisms [6] but two key contributors are coherent wake emission 

and the relativistically oscillating mirror. 

9.3.2 Coherent wake emission (CWE) 

When the main part of the laser pulse arrives at the target, it will already be ionised due to 

intense light arriving before the main pulse due the amplified spontaneous emission or 

prepulses arising in the laser chain.  These need only be tiny fractions of the main pulse 

intensity in order to generate a plasma on the surface of the target.  This will then expand to 

give an exponential density ramp which the main pulse interacts with.   

It is the electrons in this plasma ramp that are the key to the CWE mechanism, which can be 

efficient for intensities starting at 1016𝑊𝑐𝑚−2 and for a laser field incident obliquely so that 

Figure 9.1 Creating a polarisation gate using birefringent plates.  The first plate splits 
the linear pulse into two replicas, separated in time and with orthogonal polarisation.  
Each pulse replica will now have circular polarisation with opposite handedness.  
Where these overlap, the pulse will be linear and this part will be the polarisation gate 
[5]. 
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there will be an electric field component normal to the plasma surface.  At these intensities, 

the electrons that are pulled out by the laser field have trajectories that extend significantly 

into the vacuum region in front of the target.  This can be called vacuum heating or the Brunel 

regime [7].   

In an interesting analogy with gas harmonics (although due to a different mechanism) the 

electrons gain energy in the laser field and return to the plasma density ramp.  Here, 

trajectories of the electrons overlap in space and time inside the ramp and lead to a sharp 

density spike, which is able to strongly perturb the local plasma medium leading to plasma 

oscillations [8].   

These plasma oscillations are then able to couple into electromagnetic modes propagating in 

the reflected direction.  As this process repeats each laser cycle (once per cycle) this radiation 

is observed as harmonics of the laser frequency.  Since the frequency of these plasmas 

oscillations depends on the electron density via the plasma frequency, different 

electromagnetic frequencies originate from different parts of the density ramp, resulting in an 

inherent chirp of the XUV pulse.  A critical feature of this mechanism is then that the maximum 

XUV frequency observed corresponds to the maximum plasma frequency present in the target 

which will be given by 

𝜔𝑚 = √
𝑛𝑚

𝑛𝑐
𝜔𝐿      (9.7) 

where 𝜔𝐿 is the laser frequency and 𝑛𝑚 is the peak electron density.  Typical peak densities 

are about 400𝑛𝑐 for a bulk glass target with 800nm laser radiation which corresponds to a 

maximum CWE harmonic of ≈ 20th. 
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9.3.3 The relativistically oscillating mirror (ROM) mechanism 

As the intensity of the driving laser is increased beyond 1018𝑊𝑐𝑚−2, the peak velocity of the 

electrons approaches the speed of light and relativistic effects become important.  Consider 

the reflection of pulse of light from a perfect reflector counterpropagating with a constant 

velocity as shown in figure 9.5.  Einstein’s relativity theory tells us that the reflected pulse will 

experience a Doppler upshift in frequency by a factor of 4𝛾2 where 𝛾 is the Lorentz factor of 

the mirror.  The reflected pulse will also be compressed in time by the same factor.   

During the interaction of a laser pulse, the overdense surface can be modelled as a reflector 

moving periodically with the laser and Doppler upshifting it each cycle but with a time varying 

velocity.  This oscillatory extension to the ideas of Einstein’s moving mirror is the ROM model.  

This model has been supported by the results of both simulations [10] and experimental 

observations [11].  As the intensity is increased further, this mechanism is seen to dominate 

the emission. 

Both of these mechanisms (CWE and ROM) are strongly dependent on the size of the plasma 

ramp that extends in front of the target.  For CWE, scale lengths on the order of 𝜆/20 or less 

are required for efficient generation.  For ROM, an optimum is typically found around 𝜆/10.  

Figure 9.5 Drawing of (a) a laser pulse upshifted in frequency after reflection from a 
constant velocity mirror and (b) an oscillating mirror periodically upshifting an incident 
pulse each laser cycle in a model of the interaction with an overdense plasma at very 
high intensity [9] 
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Additionally, as with gas harmonics, both mechanisms result in pulse trains that must be gated 

if single attosecond pulses are required. 

9.3.4 Polarisation gating at relativistic intensities 

We have a significant issue with trying to implement polarisation gating schemes for laser 

systems with sufficient energy to drive ROM processes.  This is the accumulation of non-linear 

phase (called the B-integral) through the required birefringent optics that manipulate the 

polarisation of the laser.  This can lead to undesirable effects such as self-phase modulation 

in the time domain and deformation of the wavefront in the spatial dimension.  Hence, the 

scheme discussed for gas harmonics would not be applicable in the given form for solid target 

harmonics. 

One small modification to the scheme, however, can reduce the required transmissive optics 

to just a thin quarter waveplate [12].  We split the beam into two halves and control the delay 

of each half separately.  Each beam is then passed through a quarter waveplate which has a 

perpendicular axis to the other resulting in one left and one right circularly polarised pulse.  

When these two beam halves are focused onto a target, they overlap and result in a 

polarisation gate in time.  Experimental results have verified the feasibility of this scheme but, 

as with gas harmonics, requires an initial laser pulse which is already fairly short (<20fs). 
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10. Basics on laser-atom interactions and atomic processes in 

plasma 

 

10.1 Single electron atoms in weak electromagnetic fields 

Here we review the most elemental material in the interactions of hydrogenic atoms with 

electromagnetic radiation under the concept of perturbation theory. Although this is usually 

covered in most quantum mechanics courses, it is included here for tracing the various 

interaction process as the electric or laser of a laser pulse is gradually increased to the non-

perturbative conditions.   

 

10.1.1 Transition rates 

The Hamiltonian of a spinless particle of charge 𝑞 and mass 𝑚 in an electromagnetic field is  

𝛨 =
1

2𝑚
(𝒑 − 𝑞𝑨)2 + 𝑞𝛷 (10.1) 

where  𝒑  is the generalized momentum while 𝑨 and 𝛷 are the vector and scalar potentials, 

respectively.Then the Schrödinger equation is written  

𝑖ℏ
𝜕

𝜕𝑡
𝛹(𝒓, 𝑡) = [

1

2𝑚
(𝒑 − 𝑞𝑨)2 + 𝑞𝛷 −

𝑍𝑒2

(4𝜋𝜀0)𝑟
] 𝛹(𝒓, 𝑡) (10.2) 

or using the Coulomb gauge    

𝛁 ∙ 𝑨 = 0 (10.3) 

and keeping only linear terms in the Hamiltonian  

𝑖ℏ
𝜕

𝜕𝑡
𝛹(𝒓, 𝑡) = [−

ℏ2

2𝑚
∇𝟐 −

𝑍𝑒2

(4𝜋𝜀0)𝑟
−

𝑖ℏ𝑒

𝑚
𝑨 ∙ 𝛁] 𝛹(𝒓, 𝑡) (10.4) 

This is equivalent to writing it in the terms of  

𝑖ℏ
𝜕𝛹

𝜕𝑡
= [𝛨0 + 𝛨′(𝑡)]𝛹 (10.5) 

where  

𝛨0 = −
ℏ2

2𝑚
∇𝟐 −

𝑍𝑒2

(4𝜋𝜀0)𝑟
 (10.6) 

is the time-independent Hamiltonian and  

𝛨′(𝑡) = −
𝑖ℏ𝑒

𝑚
𝑨 ∙ 𝛁 (10.7) 
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the time-dependent Hamiltonian.  Assuming that this term is much weaker that the Coulomb 

term we shall treat the solution under the concept of time-dependent perturbation theory. For 

this we shall consider known the wavefunctions of the unperturbed Hamiltonian  

 𝛨0𝜓𝑘 = 𝛦𝑘𝜓𝑘 (10.8) 

Then, the solution for the time dependent Hamiltonian is written as a linear combination of the 

known wavefunctions 𝜓𝜅, i.e.   

𝛹 = ∑ 𝑐𝑘(𝑡)𝜓𝑘𝑒−𝑖𝐸𝑘𝑡/ℏ

𝑘

 (10.9) 

where, the unknown coefficient 𝑐𝑘(𝑡) are the probability amplitude to find the system in the 

state 𝜓𝑘.  By applying the perturbation technique it is proven that, in first order approximation, 

the amplitude probability of the system to go from the state 𝜓𝑎 to the state 𝜓𝑏 is  

𝑐𝑏
(1)(𝑡) = (𝑖ℏ)−1 ∫ 𝐻𝑏𝑎

′ (𝑡′)𝑒𝑖𝜔𝑏𝑎𝑡′
𝑡

0

𝑑𝑡′ = −
𝑒

𝑚
∫ < 𝜓𝑏|𝑨 ∙ 𝛁|𝜓𝑎 > 𝑒𝑖𝜔𝑏𝑎𝑡′

𝑡

0

𝑑𝑡′ (10.10) 

where 𝜔𝑏𝑎 =
𝐸𝑏−𝐸𝑎

ℏ
. In order to proceed to a realistic calculation we need to know the exact 

form of the electromagnetic field. As such we may assume a quasi-monochromatic field of a 

superposition of plane waves of the form  

𝑨(𝒓, 𝑡)  = ∫ 𝐴0(𝜔)�̂�[exp[𝑖(𝒌 ∙ 𝒓 − 𝜔𝑡 + 𝛿𝜔)] + 𝑐. 𝑐. ]d𝜔

𝛥𝜔

 (10.11) 

Then, the probability amplitude  𝑐𝑏
(1)(t) reads 

𝑐𝑏
(1)(𝑡) = −

𝑒

𝑚
∫ d𝜔𝐴0(𝜔)

𝛥𝜔

[𝑒𝑖𝛿𝜔 < 𝜓𝑏|𝑒𝑖𝒌∙𝒓 �̂� ∙ 𝛁|𝜓𝑎 > ∫ 𝑑𝑡′𝑒𝑖(𝜔𝑏𝑎− 𝜔)𝑡′
𝑡

0

 + 

𝑒−𝑖𝛿𝜔 < 𝜓𝑏|𝑒−𝑖𝒌∙𝒓 �̂� ∙ 𝛁|𝜓𝑎 > ∫ 𝑑𝑡′𝑒𝑖(𝜔𝑏𝑎+ 𝜔)𝑡′
𝑡

0

] 

(10.12) 

In this relation the first term corresponds to the process of one photon absorption and gets 

excited to a state with energy 𝐸𝑏 ≅ 𝐸𝑎 + ℏ𝜔. The second term corresponds to the process of 

emission of one photon and the system gets de-excited to a state with energy 𝐸𝑏 ≅ 𝐸𝑎 − ℏ𝜔. 

In this picture of first order perturbation theory the transition probability is described by the 

relation  

𝑃𝑏𝑎(𝑡) = |𝑐𝑏
(1)(𝑡)|

2
 (10.13) 

while the transition rate (a much convenient parameter as it does not depend on time) is 

described as  
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𝑊𝑏𝑎 =
𝑑𝑃𝑏𝑎(𝑡)

𝑑𝑡
 (10.14) 

After performing the algebra, the transition rate results in   

𝑊𝑎𝑏 =
𝜋𝑒2

𝑚2𝑐𝜀0
 
𝛪(𝜔𝑎𝑏)

𝜔𝑎𝑏
2  |𝑀𝑎𝑏(𝜔𝑎𝑏)|2 (10.15) 

where 𝛪(𝜔𝑎𝑏) is the intensity of the pulse and 𝑀𝑎𝑏 the transition matrix element 

𝑀𝑎𝑏 =< 𝜓𝑎|𝑒−𝑖𝒌∙𝒓 �̂� ∙ 𝛁|𝜓𝑏 > = ∫ 𝜓𝑎
∗(𝒓) 𝑒−𝑖𝒌∙𝒓 �̂� ∙ 𝛁𝜓𝑏(𝒓)d𝒓 

(10.16) 

10.1.2 The Fermi golden rule  

The above analysis, even though it was developed for transition between ideal hydrogenic 

bound states it can be generalized as to include realistic bound states having a physical 

bandwidth as well as continuum states which in this case correspond to the process of 

ionization. The result is known as the Fermi golden rule and is written as    

𝑊𝑏𝑎 =
2𝜋

ℏ
|𝐻𝑏𝑎

′ |2𝜌𝑏(𝐸) (10.17) 

where 𝐻𝑏𝑎
′  is the perturbative Hamiltonian of Eq. 10.7, and 𝜌𝑏(𝐸) the density of states arround 

the energy 𝐸. We should mention once more that all the above are valid for pulse intensties 

low enough so that the condition 𝑃𝑏𝑎(𝑡) = 𝑊𝑏𝑎 ∙ 𝑡 ≪ 1  is fulfilled.  

 

10.1.3 The dipole approximation   

So far it becomes clear that for the calculation of a transition rate all that is needed is the 

calculation of the matrix element of Eq. 10.16.  In many realistic problems this is performed by 

the expansion of the term  𝑒𝑖𝒌∙𝒓  as  

𝑒𝑖𝒌∙𝒓 = 1 + (𝑖𝒌 ∙ 𝒓 ) +
1

2!
(𝑖𝒌 ∙ 𝒓 )2 +  … (10.18) 

For optical transitions 𝑘𝑟 ≪ 1, and thus the approximation 𝑒𝑖𝒌∙𝒓 ≅ 1 can be adopted. This is 

the well known dipole approximation. In this case the transition rate is estimated as  

𝑊𝑏𝑎 =
𝜋

ℏ2𝑐𝜀0
 𝛪(𝜔𝑏𝑎) |�̂� ∙ 𝑫𝑏𝑎|2 (10.19) 

where 𝑫 = −𝑒𝒓 is the electric dipole moment. The well-known selection rules  𝛥𝑙 =  ±1  and 

𝛥𝑚 =  0, ±1 result form the term �̂� ∙ 𝑫𝑏𝑎 of the dipole approximation.  
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10.1.4 Line shapes and lifetimes    

An important feature of an atomic/ionic de-excitation is the shape of the spectral lines. This is 

obtained by the transition probability. Assuming an exponential decay of the state population 

then the transition probability is estimated as  

𝑃𝑏𝑎(𝑡) = |𝑐𝑏
(1)(𝜔, 𝑡)|

2
~

1

(𝜔 − 𝜔𝑏𝑎)2 + 1/4𝜏2
~

𝛤2/4

(ℏ𝜔 + 𝛦𝑎 − 𝛦𝑏)2 + 𝛤2/4
 (10.20) 

where 𝜏 is the lifetime of the state. This is a Lorentzian distribution and it is characteristic for 

the atomic de-excitations.  The lifetime of an excited state can be obtained as the reciprocal 

of the transition rate, 𝜏 = 1/𝑊𝑏𝑎. However, since the relaxation of an excited state usually 

involves many de-excitation channels the lifitime of the state is then estimated as  

𝜏 = (∑ Wk𝑎
s

k

)

−1

 (10.21) 

The quantity  

𝛤 =
ℏ

𝜏
 (10.22) 

is the natural width of the state.  
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10.2 Atomic and molecular processes in intense laser fields  

10.2.1 Intermediate intensities - Rabi oscillations 

Here we shall examine the case where the condition 𝑃𝑏𝑎(𝑡) = 𝑊𝑏𝑎𝑡 ≪ 1 is not valid. This 

perturbative case corresponds to weak fields, that among others does not take into account  

the depletion of the population of the states. In stronger fields the change in the population of 

the states is not negligible and should be taken into account even in a perturbative approach 

of the problem. For this, for easiness, we shall assume a two-level atomic system interacting 

with an external electromagnetic field strong enough to affect the population of the atomic 

states |𝑎 > and |𝑏 > (see Fig. 10.1) 

 
Figure 10.1 Interaction of a two-level atomic system with monochromatic electromagnetic 

field.  

 

The unperturbed wave function of the system is  

|𝛹(𝑡) >= 𝑐𝑎|𝑎 > e−iE𝑎t/ℏ + 𝑐𝑏|𝑏 > e−iE𝑏t/ℏ (10.23) 

where 𝑐𝑎 και 𝑐𝑏 are the probability amplitudes to find the system in states  |𝑎 > or  |𝑏 >, 

respectively. Assuming an external perturbation of an electric field of the form 𝛦 = 𝐸0 𝑐𝑜𝑠( 𝜔𝑡), 

the perturbative Hamiltonian can be written in the dipole approximation as 𝐻′ =

−𝑒𝑟𝐸0 𝑐𝑜𝑠( 𝜔𝑡). Then the wave function is modified as  

|𝛹(𝑡) >= 𝑐𝑎(𝑡)|𝑎 > e−iE𝑎t/ℏ + 𝑐𝑏(𝑡)|𝑏 > e−iE𝑏t/ℏ (10.24) 

satisfying the time-dependent Schrödinger equation  

(𝛨0 + 𝐻′)|𝛹(𝑡) >= 𝑖ℏ
∂

∂t
|𝛹(𝑡) > (10.25) 

where 𝛨0 is the time-independent Hamiltonian for which 𝛨0|𝑎 >= 𝐸𝑎|𝑎 > and 𝛨0|𝑏 >= 𝐸𝑏|𝑏 >. 

By replacing Eq. 10.24 into Eq. 10.25 and assuming a linearly polarized field along the x axis, 

we obtain after some algebra  

𝑐�̇�(𝑡) = 𝑖
Ω𝑅

2
𝑐𝑏(𝑡)𝑒𝑖(𝜔𝛼𝑏−𝜔)𝑡 + 𝑖

Ω𝑅

2
𝑐𝑏(𝑡)𝑒𝑖(𝜔𝛼𝑏+𝜔)𝑡 

𝑐�̇�(𝑡) = 𝑖
𝛺𝑅

2
𝑐𝛼(𝑡)𝑒−𝑖(𝜔𝛼𝑏−𝜔)𝑡 + 𝑖

𝛺𝑅

2
𝑐𝛼(𝑡)𝑒−𝑖(𝜔𝛼𝑏+𝜔)𝑡 

(10.26a) 

(10.26b) 

ħ

ω 

|α> 

|b> 
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where 𝜔𝛼𝑏 = (𝛦𝑏 − 𝛦𝛼)/ℏ. Here we have defined the quantity of Rabi frequency as 

𝛺𝑅 ≡
|< 𝑎|𝑒𝑥|𝑏 >|𝐸0

ℏ
 (10.27) 

By applying the rotating wave approximation (RWA), in which the fast oscillating terms 

ei(ωαb+ω)t are omitted, and assuming the initial conditions ca(t = 0) = 1 and   cb(t = 0) = 0 the 

solution is written as  

𝑐𝛼(𝑡) = [ 𝑐𝑜𝑠 (
𝛺𝑡

2
) −

𝑖(𝜔𝑎𝑏 − 𝜔)

𝛺
𝑠𝑖𝑛 (

𝛺𝑡

2
)]  𝑒𝑖(𝜔𝛼𝑏−𝜔)𝑡/2 

𝑐𝑏(𝑡) =
𝑖𝛺𝑅

𝛺
𝑠𝑖𝑛 (

𝛺𝑡

2
)  𝑒𝑖(𝜔𝛼𝑏−𝜔)𝑡/2  

(10.28a) 

(10.28b) 

where we have also defined 𝛺 ≡ √(𝜔𝑎𝑏 − 𝜔)2 + 𝛺𝑅
2 . From the above solution we conclude 

the following 

• In the case of 𝜔𝛼𝑏 ≠ 𝜔  the transition probability |𝑐𝑏(𝑡)|2  is oscillating with a frequency 

𝛺/2. The maximum transition probability is always smaller than one, reduced to 

smaller values as departing from the resonance at 𝜔𝛼𝑏 = 𝜔 .  

• The quantity 𝑊(𝑡) = |𝑐𝑏(𝑡)|2 − |𝑐𝑎(𝑡)|2 describes the population inversion, a crucial 

parameter in laser operation. In the case of  𝜔𝛼𝑏 ≠ 𝜔  it is written as  

𝑊(𝑡) =
(ω𝑎𝑏 − ω)2 − 𝛺𝑅

2

𝛺2
 sin2 (

𝛺𝑡

2
) +  𝑐𝑜𝑠2 (

𝛺𝑡

2
) (10.29) 

In the case of resonance, where 𝜔𝛼𝑏 = 𝜔  and  𝛺 = 𝛺𝑅,  the population inversion 

results in  

𝑊(𝑡) = − sin2 (
𝛺𝑡

2
) +  𝑐𝑜𝑠2 (

𝛺𝑡

2
) = cos (Ω𝑅𝑡) (10.30) 

Therefore, the population inversion oscillates between the values -1 and 1 with the 

Rabi frequency. The more intense is the field the more rapid will be the oscillation and 

this is actually the physical meaning of the Rabi frequency.  It is a measure of the 

strength of the electromagnetic field. The above are presented graphically in Fig. 10.2.  
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Figure 10.2 [Left]. The transition probability in the cases of resonance 𝜔𝛼𝑏 = 𝜔 and off-

resonance 𝜔𝛼𝑏 ≠ 𝜔. [Right] The transition probability as a function of the external field 
frequency. 
 
The Rabi oscillations are very important in Physics, Chemistry and Medicine. In all cases, the 

behavior of the nuclear magnetic dipole moments in a combination of external constant 

magnetic field and variable magnetic and/or electric fields are examined to obtain results about 

the local structure of the specimen under study.   In Physics this is known as Nuclear Magnetic 

Resonance (NMR), while in Medicine it is known as Magnetic Resonant Imaging (MRI).  

 

10.2.2 Strong laser fields   

10.2.2.1 The Keldysh parameter and terminology 

The ionization of an atom can take place via the absorption of a photon with energy higher 

than the ionization potential of the atom. However, in conditions of intense laser fields the 

atom may absorb more than one photons of smaller than the ionization potential energy, 𝐼𝑝, 

and get ionized. This process is termed non-linear as it does not depend linearly on the 

intensity of the laser pulse. Non-linear processes are present whenever the intensity of the 

laser field is increased so that the Hamiltonian term of the interaction with the field (see Eq. 

10.7) can no longer be considered as a small perturbation. In bibliography, a popular way to 

classify the intensities range of interaction is through the Keldysh parameter that is a measure 

of the radiation intensity.  

 First, we have to introduce the concept of the ponderomotive energy.  Assuming an 

electric field of the form of 𝛦 = 𝐸0 𝑐𝑜𝑠( 𝜔𝑡), the ponderomotive or quiver energy is the kinetic 

energy that a particle of mass 𝑚 and charge 𝑞 acquires in this field, i.e. 

𝑈𝑝 =<
1

2
𝑚𝜐2 >=

𝑞2𝐸0
2

4𝑚𝜔2
= 9.33 × 10−14𝐼(𝑊𝑐𝑚−2)𝜆2(𝜇𝑚) (10.31) 

 

Then the Keldysh parameter is defined as  
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𝛾 = √
𝐼𝑝

2 𝑈𝑝
 (10.32) 

The classification scheme is the following and graphically presented in Fig. 10.3 

• 𝜸 ≫ 1. Multiphoton ionization. Ionization is succeeded through the multiple absorption 

of photons (Fig. 10.3.a). The electromagnetic field is much stronger than that for single 

photon ionization but still weak to be treated within the higher order perturbation theory.  

• 𝜸 < 1. Tunelling ionization. The field is so strong that it cannot be treated pertubatively. 

Actually it is of the order of the Coulombic field causing its deformation as graphically 

shown in Fig. 10.3.b. Then the atom is ionized at the peak of the field through the 

process of tunneling.  For example, for a laser field with 𝜆 = 800 𝑛𝑚 and an Ar atom 

with 𝐼𝑝 = 15.8 𝑒𝑉, the condition is fulfilled for intensities  𝛪 ≥ 3 × 1014 𝑊 𝑐𝑚2⁄ .  

• 𝜸 ≪ 𝟏. Over the barrier ionization. In this case depicted in Fig. 10.3.c, the field has 

deformed the Coulombic potential so much that the electron escapes the atom without 

tunneling.  

The above classification is not universal but rather academic. It is very popular though as it is 

valid for optical transitions where most lasers deliver. A more aesthetic approach for the 

Keldysh parameter can be defined as    

𝛾 =  
 𝑡𝑢𝑛𝑛𝑒𝑙𝑖𝑛𝑔 𝑡𝑖𝑚𝑒

𝑙𝑎𝑠𝑒𝑟 𝑝𝑒𝑟𝑖𝑜𝑑
 (10.33) 

Indeed, for values of  𝛾 > 1 the laser period is smaller than the tunneling time and therefore 

tunneling cannot be concluded but rather the multiphoton ionization. For values of 𝛾 < 1, the 

laser period is longer than the tunneling time and therefore tunneling is promoted. Next we 

shall examine in detail this classification schemes.   
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Figure 10.3 [a]. Multiphoton ionization. [b] Tunneling ionization. [c] Over the barrier ionization. 
𝑉𝐸 and 𝑉𝐶 are the laser and Coulombic potentials, respectively.  
 

10.2.2.2 Multiphoton processes ( 𝜸 ≫ 𝟏 )   

Mutliphoton ionization and above threshold ionization 

As already mentioned, in this case the multiphoton ionization (MPI) is succeeded through the 

multiple absorption of photons. The scaling law for the N-photon ionization rate implies that 

MPI rate is proportional to the Nth power of the laser photon flux  𝐹 (𝐹 = 𝐼/ℏ𝜔), i.e.  

𝑊𝑁 = 𝜎𝑁𝐹𝑁 (10.34) 

where 𝜎𝑁  is the generalized cross section (in units of 𝑐𝑚2𝑁𝑠𝑁−1). Thus, if the duration of the 

laser pulse is 𝑡𝑑 the probability for the N-photon MPI is  

𝑃 = ∫ 𝑊𝑁(𝑡)𝑑𝑡
𝑡𝑑

0

= 𝜎𝑁𝑡𝑑𝐹𝑁 (10.35) 

The MPI rate can be estimated utilizing higher order perturbation theory. The result is a 

straightforward generalization of the Fermi's Golden Rule  

𝑊𝑁 =
2𝜋

ℏ
(

2𝑒2

𝜀0𝑐
)

𝑁

𝐼𝑁 ∑ |𝑀𝑖→𝑓
(𝑁)

|
2

𝑓

= 𝜎𝑁𝐹𝑁 (10.36) 

where𝑀𝑖→𝑓
(𝑁)

 is the Nth order multiphoton transition matrix element. In the case of linear 

polarization it has the form  
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𝑀𝑖→𝑓
(𝑁)

= ∑
⟨𝑖|𝑥|𝑗′⟩⟨𝑗′|𝑥|𝑗′′⟩ ⋯ ⟨𝑗′′′|𝑥|𝑓⟩

(𝐸𝑖 + ℏ𝜔 − 𝐸𝑗′)(𝐸𝑖 + 2ℏ𝜔 − 𝐸𝑗′′) ⋯ (𝐸𝑖 + (𝑁 − 1)ℏ𝜔 − 𝐸𝑗′′′)𝑗′,𝑗′′,⋯,𝑗′′′

 (10.37) 

where the initial state is |𝑖 > is usually the ground state of the atom and the final state in the 

continuum is |𝑓 >. With the letter 𝑗 are denoted all the intermediate states (virtual states) that 

correspond to each photon absorption.  The final energy of the emitted electron is  𝐸𝑖 + 𝑁ℏ𝜔.  

 An astonishing feature in the first observations of this process was that the emitted 

electron may absorb more photons than the necessary number for ionization (e.g. for Ar atoms 

with 𝐼𝑝 = 15.8 𝑒𝑉 and a laser pulse of wavelength 𝜆 = 800 𝑛𝑚 the necessary number of 

photons with is 11). The process can be observed in the recorded electron spectra as shown 

in Fig. 10.4 and is known as Above Threshold Ionization (ATI). 

 

 

Figure 10.4 Photoelectron energy spectrum for xenon irradiated by 1064 nm light showing 
many ATI peaks (Phys. Rep. 204, (1991) 331-383). 
 

Low order harmonic generation 

When a laser beam propagates through a gaseous medium, the atomic electrons oscillate in 

response to the laser field. If the laser field is weak enough, the electrons oscillate at the 

angular frequency of the laser field. However, when stronger laser fields are involved, the 

electrons oscillate at higher angular frequencies resulting in emission of radiation at these 

frequencies. The source of radiation is the laser-induced polarization P of the medium. For a 

low intensity fields the displacement of the electrons is linear, leading to a polarization which 

is linearly proportional to the laser field, i.e. 
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𝑃 = 𝜒(1)𝛦 (10.38) 

where χ(1) is the linear susceptibility and Ε the electric field. For intense laser fields, the 

electron displacement is highly nonlinear. In this case the polarization is expanded 

pertubatively and high orders of Ε should be taken into account as  

𝑃 = ∑ 𝜒(𝑁)(𝜔)𝛦𝑁

𝑁

 (10.39) 

where the quantities χ(N) are the Nth order nonlinear susceptibilities of the medium at the 

fundamental angular frequency ω. The Nth order susceptibility χ(N) is the source of the Nth 

harmonic generation corresponding to the absorption of N photons and emission of one 

harmonic photon with energy Nℏω.  In gaseous media only odd orders of harmonics can be 

generated in this process due to symmetry considerations. Thus, this model is valid for the 

3rd to 7th harmonics as for higher harmonics the process of tunneling prevails as will be 

discussed later on. A graphical energy diagram is shown in Fig. 10.5. 

 
Figure 10.5 Schematic energy diagram depicting the: [Left] Three photon absorption of the 
fundamental and emission of a third harmonic photon. [Right] Five photon absorption of the 
fundamental and emission of a fifth harmonic photon.  
 

10.2.2.3 Tunneling ( 𝜸 < 𝟏 )   

In these conditions the potential barrier formed by the core of the atom or molecule and the 

electric field of the laser becomes small enough for tunneling to become possible. Processes 

involving individual photons cannot be considered but rather the interaction of the atom with 

an electric field. Atomic ionization is the simpler process. More complex processes can be 

described in the concept of the rescattering model or three-step model. Next we shall examine 

the processes of higher order harmonics generation (HHG) both in the semi classical 

approximation as well as in the quantum mechanical approach.  
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Ionization   

A non-perturbative treatment of atomic ionization was reported by Ammosov, Delone and 

Krainov thereafter known as ADK theory. In their theory, they consider the single-active-

electron picture, where only electrons of the outer shells participate in the ionization process. 

This leads to a simplified ionization picture of an atomic system, where it is characterized only 

by its ionization potential 𝐼𝑝 and an effective quantum number. The theory is effective in atoms, 

such as rare gasses, whose wave-functions are hydrogenic-like. Although the ADK rate for 

tunneling ionization can be quite complex, for s-electrons it is   

𝑊𝐴𝐷𝐾 = (
3𝑒

𝜋
)

3/2 𝛧2

𝑛∗ 9/2
(

4𝑒𝑍3

𝐸0𝑛∗ 4
)

2𝑛∗−3/2

𝑒𝑥𝑝 (
−2𝑍3

3𝐸0𝑛∗ 3
) =

𝐴

√𝐼0

𝑒𝑥𝑝 (−
𝐵

√𝐼0

) (10.40) 

where Ζ is the charge of the core and E0 the amplitude of the laser field and 𝐼0 the peak 

intensity of the field. n∗ is the effective quantum number defined as n∗ = Z/√2𝐸𝐵,  with 𝐸𝐵 the 

binding energy of the electron. The theory can be applied not only to single ionization but to 

multiple ionization as well. Typical experimental ionization signals for atoms and molecules 

described by the ADK model are shown in Fig. 10.6. Note that at the higher intensities the 

signal scales as  𝐼3/2 due to laser focusing volume effects.  

  

 
 

Figure 10.6 Single and double ionization yields for N2 and Ar using linear (LP) and circular 
(CP) polarizations. ADK model calculations are depicted by the full curves (Phys. Rev. A 58, 
(1998) R4271). 
    

The semi classical three-step model   

The process is concluded in three steps as graphically depicted in Fig. 10.7:   
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1. The peak field maximum is considered ad the zero time. In the first step the electron 

is emitted through the tunneling process. The time interval necessary for the emission 

is called tunneling time 𝑡0.  

2. The emitted electron propagates in the field of the laser pulse. The effect of the 

Coulombic field of the ion is considered negligible. The electron initially is accelerated 

away from the parent nucleus, decelerated as the field changes its sign, and is 

accelerated again back towards the parent ion. This time interval is called travelling 

time 𝜏.  

3. In the third step the electron is recombined to its ion emitting the gain of energy during 

its trajectory as harmonic radiation. The sum of the tunneling time and the travelling 

time is called the recombination time 𝑡𝑟, i.e.  𝑡𝑟 = 𝜏 + 𝑡0. 

 
Figure 10.7 Schematic of the dynamics in the three-step model. 

 

In the semi classical three-step mode we reach the final results by solving the equation o 

motion of the electron in the laser field. Thus, assuming a laser pulse of the form of 𝑬 =

�̂� 𝐸0 cos(𝜔𝑡) we have to solve the differential equation 

𝑚�̈� = 𝑒 𝐸0 cos(𝜔𝑡) (10.41) 

with the initial conditions of 𝑥(𝑡 = 𝑡0) = 0,    𝜐(𝑡 = 𝑡0) = 0. In other words, the electron is 

emitted at time 𝑡0 with respect to the maximum of the electric field at the position zero with 

respect to the atom location and with zero velocity. Then the solution for the velocity and the 

position is  
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𝜐𝑥 =
𝑞𝐸0

𝑚 𝜔
(𝑠𝑖𝑛𝜔𝑡 − 𝑠𝑖𝑛𝜔𝑡0) (10.42) 

𝑥 =
𝑞𝐸0

𝑚 𝜔2
{(𝑐𝑜𝑠𝜔𝑡0 − 𝑐𝑜𝑠𝜔𝑡) + (𝜔𝑡0 − 𝜔𝑡)𝑠𝑖𝑛𝜔𝑡0} (10.43) 

In Fig. 10.8 (left) the electron trajectories are plotted for various tunneling times 𝑡0. The kinetic 

energy is estimated as  𝛵 =
1

2
𝑚𝜐𝑥

2. However, it is of interest to estimate the kinetic energy at 

the moment of recombination as this energy defines the energy of the harmonic radiation 

emitted. This can be estimated considering the condition of 𝑥 = 0. The result is shown in Fig. 

10.8 (right) where the recombination energy is given as a function of the corresponding times. 

There it is seen that the electron follows two trajectories: For 𝜔𝑡0 < 0.3 rad it follows a long 

trajectory while for 𝜔𝑡0 > 0.3 rad a shorter one the sort trajectory. The energy of the generated 

harmonic photon 𝐸ℎ𝑣 is estimated considering the ionization potential as 𝐸ℏ𝜔 = 𝑇 − 𝐼𝑃. The 

values are quantized as odd multiples of the fundamental harmonic (due to symmetry 

considerations), i.e. 𝐸ℏ𝜔 =  𝑇 − 𝐼𝑃 = 𝑞ℏ𝜔, 𝑞 = 3,5,7, … justifying the term harmonic generation. 

The maximum energy corresponds to 𝜔𝑡0 = 0.3𝑟𝑎𝑑 = 17𝑜and has the value of 𝑇𝑚𝑎𝑥 =

3.17𝑈𝑝 + 𝐼𝑝 where the ionization potential of the atom 𝐼𝑝 has been also considered.  
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Figure 10.8 [Left] Electron trajectories for various tunneling times 𝑡0. [Right] The kinetic energy 

of the emitted electron (in units of ponderomotive energy 𝑈𝑝) as a function of the tunneling 

and recombination times. The short and long trajectories are depicted.  
 

The quantum mechanical three-step model   

The quantum mechanical model is quite complicated and we shall present here only the basics 

of it as it is instructive to campare the results to the semi classical model. The requirements of 

the model are similar to the semi classical:  

i. Only the ground state |0〉 contributes to the process.  

ii. The ground state population depletion is negligible. 

iii. The electron is considered as a free particle in the continuum under the influence of 

the electric field while the contribution of the Coulombic potential is considered 

negligible.  

Then assuming an electric field linearly polarized in the x direction, 𝑬 = �̂� 𝐸0 cos(𝜔𝑡), the 

Schrödinger equation is written as (in the length gauge and atomic units)   

𝑖
𝜕

𝜕𝑡
|𝛹(𝑥, 𝑡)〉 = [−

1

2
𝜵2 + 𝑉(𝑥) − 𝐸0𝑐𝑜𝑠(𝑡)𝑥] |𝛹(𝑥, 𝑡)〉 (10.44) 
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The dipole moment along the x direction,  𝑥(𝑡) = ⟨𝛹(𝑡)│𝑥│𝛹(𝑡) ⟩ , is estimated as  

𝑥(𝑡) = 𝑖 ∫ 𝑑𝑡0 ∫ 𝑑3𝒑  𝐸𝑐𝑜𝑠(𝑡0) 𝒅𝒙(𝒑 − 𝑨(𝑡0))
𝑡

0

× 𝒅∗
𝒙(𝒑 − 𝑨(𝑡))  exp[−𝑖 𝑆(𝒑, 𝑡, 𝑡0)]

+ 𝑐. 𝑐. 

(10.45) 

This is the heart of the three-step model. The first term, 𝐸 𝑐𝑜𝑠(𝑡0)  𝑑𝑥(𝒑 − 𝑨(𝑡0)), corresponds 

to the probability amplitude of an electronic transition to the continuum in time 𝑡0 having a 

generalized momentum 𝒑. This corresponds to the first step.  Then, the electron's 

wavefunction then propagates until the time 𝑡, acquiring a phase factor   exp[−𝑖 𝑆(𝒑, 𝑡, 𝑡0)]. 

The quantity 𝑆 corresponds to the action of the electron along its path.  

𝑆(𝒑, 𝑡, 𝑡0) = ∫ 𝑑𝑡′′ (
[𝒑 − 𝑨(𝑡′′)]2

2
+ 𝐼𝑝)

𝑡

𝑡0

 (10.46) 

The influence of the atomic potential is considered negligible for the time interval between 𝑡0 

and 𝑡, and therefore the action  𝑆(𝒑, 𝑡, 𝑡0)  describes the propagation of the free electron in the 

presence of the laser field with momentum 𝒑. This is the second step. Finally, the electron 

recombines with the parent ion at the moment  𝑡 with a probability amplitude  𝑑∗
𝑥(𝒑 − 𝑨(𝑡)). 

This is the third step. The derivatives of the action 𝑆(𝒑, 𝑡, 𝑡0) result in the saddle-point 

equations  

𝛁𝒑𝑆(𝒑, 𝑡, 𝜏) = 𝑥(𝑡) − 𝑥(𝑡 − 𝜏) = 0 

 

𝜕𝑆(𝒑, 𝑡, 𝜏)

𝜕𝜏
=

[𝒑 − 𝑨(𝑡 − 𝜏)]𝟐

2
+  𝛪𝑝 = 0 

 

𝜕𝑆(𝒑, 𝑡, 𝜏)

𝜕𝑡
=

[𝒑 − 𝑨(𝑡)]𝟐

2
−

[𝒑 − 𝑨(𝑡 − 𝜏)]𝟐

2
= 2𝐾 + 1 

 

(10.47a) 

 

 

(10.47b) 

 

 

(10.47c) 

where 𝑨(𝑡) = −𝐸0𝑠𝑖𝑛𝑡, is the vector potential. Eq. 10.47a results in the long and short 

trajectories of the semi classical model, as only under this condition the integral of Eq. 10.45 

does not vanish. The only relevant electron trajectories are those where the electron leaves 

the nucleus at time 𝑡 − 𝜏 and returns at time 𝑡. The time 𝑡 corresponds to the recombination 

time 𝑡𝑟 introduced in the semi classical model. Eq. 10.47b has more complicated 

interpretation. It turns out that it associates the tunneling time (𝑡0 in the semi classical model) 

with the imaginary part of the complex time  𝜏. Finally, we may rewrite Eq. 10.47c as  

[𝒑 − 𝑨(𝑡)]𝟐

2
−  𝛪𝑝 = 𝛦𝑘𝑖𝑛(𝑡) +  𝛪𝑝 = 2𝐾 + 1 (10.47d) 
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which is actually the energy conservation law. It gives the final kinetic energy of the 

recombining electron that generates the (2𝐾 + 1)𝑡ℎ harmonic.  

 A comparison between the classical and the quantum mechanical result for the 

harmonic energies and the involved times is presented in Fig. 10.9. The agreement is 

noteworthy, justifying the popularity of the semi classical rescattering model.  

 
Figure 10.9 Same as in Fig. 10.8 but comparing the semiclassical calculations (blue dots) and 
the quantum mechanical (red dots).  

 

HHG spectrum  

The HHG spectrum consists of three regions as depicted in Fig. 10.10 (up). In low harmonics 

the spectrum is generated by the multiphoton processes showing a rapid decrease of the 

harmonic yield at higher harmonics. Then at the tunneling conditions the harmonic spectrum 

shows a plateau where all the harmonics are generated at a constant yield. Then for the 

highest harmonics energetically allowed there is a rapid decrease of the yield knovn as the 

cut-off. In Fig. 10.10 (bottom) these characteristics are seen also in experimental data.    
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Figure 10.10 [up] Typical HHG spectra. [bottom] Experimental HHG spectra (Phys. Rev. Lett. 
68, (1992) 3535).   

 

Attosecond pulses   

Perhaps the most important application of the HHG is the formation of attosecond pulses (1 

asec = 10-18 sec). Attosecond pulses take advantage of the coherence of the generated 

harmonics. Adding coherently the amplitudes of a number of the generated harmonics results 

in pulses with durations close to the Fourier Transform Limited (FTL) value that corresponds 

to attosecond durations. The mathematical description is simply  

𝛪 = |∑ 𝐴𝑞 𝑠𝑖𝑛(𝑞𝜔𝑡 + 𝑞𝜔𝑡𝑟)

𝑞

|

2

 (10.48) 

where 𝑞  is the number of harmonics in use, 𝐴𝑞 the amplitude of the 𝑞th harmonic and 𝑡𝑟 the 

recombination time. An artificial example of the formation of attosecond pulses known as pulse 

train is given in Fig. 10.11. Attosecond pulses is currently the fastest camera that can record 

the electron dynamics in atoms, molecules and solid state materials.    
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Figure 10.11 Formation of an attosecond pulse train by superimposing harmonics of the 
orders 23-31 for a laser pulse with wavelength λ=800 nm and period Τ=2.6 fs. 
 

ATI spectrum  

The generation of ATI electrons in the tunneling regime is described by the same quantum 

mechanical rescaterring model as the HHG. It shares similar features with HHG as for example 

the plateau in the tunneling region. A typical experimental spectrum is shown in Fig. 10.12 

where these characteristics are seen.  

 
Figure 10.12 ATI spectra for various atomic gases (Phys. Rev. Lett. 72, (1994) 2851) 

 

10.2.2.4 Over the barrier ( 𝛾 ≪ 1 ) 

When the laser intensity exceeds the values for the tunneling processes the third ionization 

scenario appears. In this case the laser field severely distorts the potential barrier as illustrated 

in Fig.10.3c. The outer electron is no longer bound and it can classically overcome the barrier. 

This case is known as over the barrier ionization (OTBI). The threshold intensity above which 

OTBI occurs is described by 
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𝛪𝑂𝑇𝐵𝐼 =
𝑐𝜀0𝜋2𝛪𝑝

4

2𝛧2𝑒6
= 4 × 109𝛪𝑝

4(𝑒𝑉)𝛧2(𝑊𝑐𝑚−2) (10.49) 

 

10.2.3 Molecular dissociation 

The molecular behavior in strong fields can be quite complicated. For this reason we shall 

restrict this chapter to the study to diatomic molecules. Multiphoton or tunneling ionization are 

similar to the atomic cases and will not be repeated.  Instead, the fundamental dissociation 

processes in the tunneling regime will be examined. A benchmark molecule for this is the 

hydrogen molecular ion 𝐻2
+. When 𝐻2

+ interacts with a low-frequency field, the 1𝑠𝜎𝑔 ground 

state couples strongly to the repulsive 2𝑝𝜎𝑢 state but weakly to all other states. Therefore, the 

molecule can be in principle treated as a two-level system as shown in Fig. 10.13 (left).  

 

 
 

Figure 10.13 [Left] Energy level diagram of 𝐻2
+. The black lines are the vibrational levels. 

[Right] The 𝐻2
+ dressed in the laser field photon states. 

 

The Floquet picture 

The detailed quantum mechanical description of the dynamics of the 𝐻2
+ molecule in strong 

laser fields requires solving the time-dependent Schrödinger equation utilizing numerical 

techniques. If the laser period is considerably shorter that the nuclear motion, a typical 

condition for lasers, then the dissociating wavepacket hardly changes position on that 

timescale, one may refer to another model, that of the field-dressed states or as popularly 

known as the Floquet picture.  

 A laser pulse can be described as a coherent superposition of a large number of 

photon-number states, |𝑛〉 centered on a large photon number N (of the order of 1010). Thus, 

the photon states n = N, N ± 1, N ± 2,… are occupied. Dressed states are products of molecular 
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states and photon-number states. When the 1𝑠𝜎𝑔 state of the 𝐻2
+ molecule is dressed with the 

photon states, one will thus obtain a large series of parallel potential curves, |𝑔, 𝑛〉, that are 

separated by the photon energy. The same is true for 2𝑝𝜎𝑢 that leads to |𝑔, 𝑛〉 dressed states. 

The situation is sjown in Fig. 10.13 (right). It is seen that when the excited molecular state is 

dressed with less photons than the molecular ground state, the two dressed states cross each 

other. For example the |𝑔, 𝑁〉 and the |𝑔, 𝑁 − 1〉 states differ in energy by exactly the photon 

energy at the position where the two states cross each other. A transition between the two 

states is exactly resonant at this point. 

 These curves are the so-called diabatic curves. They do not include the coupling 

between the states. The coupling is proportional to the laser-field strength and the dipole 

matrix element between the two molecular states. Including the coupling between the states 

results in the adiabatic energies illustrated by the avoided crossing at the area of the diabatic 

crossings as shown in Fig. 10.14 (right). The size of the gap at the avoided crossings depends 

sensitively on the laser intensity and the order of the crossing. It appears that for 𝐻2
+ in intense 

laser fields at wavelengths in the ultraviolet to near-infrared regime, only the one-photon and 

three-photon crossings play a role. Since for each photon the parity of the molecular state 

must change, there are no two-photon crossings. 

 
Figure 10.14 [Left] The 𝐻2

+ dressed in the laser field photon states showing the one- and 
three-photon transitions at the crossings. [Right] Equivalent picture showing the diabatic 
curves and the adiabatic avoided crossings (Phys. Rev. A 85, (2012) 023405).  
 

Bond softening 

For small field intensities (or at the falling edge of the pulse) the vibrational states of the 1𝑠𝜎𝑔 

ground state above the diabatic crossing point will be unstable allowing for the excitation to 

the 2𝑝𝜎𝑢 anti-bonding state. However, as the pulse intensity increases the gap in the avoided 

crossing (adiabatic picture) increases allowing for lower vibrational states to contribute to the 

excitation to the 2𝑝𝜎𝑢 state.  Thus, the molecular dissociation, 𝐻2
+ → 𝐻+ + 𝐻, proceeds via a 

one-photon process by the vibrational states in the neighborhood of the crossing point. The 
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one-photon dissociation process is known as bond-softening (BS). It should be pointed out 

that even though the process is termed as one-photon, it is not a weak field process. The 

molecule interacts with the strong field exchanging numerous of photons with the field of the 

pulse but at the end the outcome is that the molecule dissociates using the energy of only one 

photon.  The two pictures shown in Fig. 10.14 are considered energetically equivalent.   

 

Above threshold dissociation 

The process of above threshold dissociation (ATD) is similar to BS. It involves the crossing of 

the three-photon crossing of the |2𝑝𝜎𝑢 − 3𝜔〉 and |1𝑠𝜎𝑔〉 (see Fig. 10.14). It needs stronger 

fields than the BS process in order to absorb three photons at the crossing point and get 

excited to the  |2𝑝𝜎𝑢〉 anti-bonding state. However, as the molecule nuclei are moving apart 

the system goes by the strong coupling of the one-photon crossing and emits one photon. 

Finally, the ATD process is termed a two-photon process due to energy considerations.  

 

Charge resonance enhanced ionization 

It is instructive to see this process in a hydrogen molecule rather than in a molecular ion. The 

process of charge resonance enhanced ionization (CREI) leads to double ionization of the 

diatomic molecule but not in a typical multiphoton absorption. It occurs in three steps as shown 

in Fig. 10.15. Initially during the rise of the laser pulse, the first electron is ejected nearly 

instantaneously via tunneling. Next, the process of dissociation is launched via the strong 

coupling between the |1𝑠𝜎𝑔〉 and |2𝑝𝜎𝑢〉, much similar to the ATD process. As the dissociation 

process evolves reaching a critical nuclear distance 𝑅𝑐, the molecular ionization rate exceeds 

the atomic rate by several order of magnitudes. This is due to the localization of the electron 

to one of the nuclei.  The enhanced ionization occurs from the higher, 𝜎+ up-hill, quasi-static 

electronic energy state from which the force from the laser electric field and the force from 

neighboring nuclei add up leading to a much lower barrier to overcome or even to overbarrier 

ionization. 
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Figure 10.15 Energy diagram for the process sequence leading to CREI (Phys. Rev. A 76, 
(2007) 013405). 
 

Rescattering 

The rescattering process (RES), as described earlier, can be considered also for the double 

ionization of diatomic molecules. As mentioned in CREI the first step is the ejection of the first 

electron via tunneling. However, the electron will recollide with the parent molecular ion, 

according to the dynamics described earlier, and may cause a direct emission of the second 

electron in an electron collision type of interaction.   

A typical time-of-flight (TOF) spectrum showing the ionization and dissociation processes of 

the 𝐷2 molecule is shown in Fig.10.16. The processes of BS, ATD, CREI and RES are seen 

as double peaks in the TOF spectrum. The largest the TOF distance the higher the 

dissociation energy known as kinetic energy release (KER). RES is a quite broad peak not 

visible in the TOF spectra. It can be only recorded in coincidence measurements.   

 

 
Figure 10.16 Time-of-flight spectrum of the ionization and dissociation of the 𝐷2 molecule in 
intense laser fields (~1014 W/cm2). The processes of BS, ATD, CREI and RES are depicted. 
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in order to explicitly include the wavefunction dependence on the wave vector k. The general 

solution can be written in an integral form known as the Lippmann-Schwinger equation  

𝜓𝒌(𝒓) = 𝛷𝒌( 𝒓) + ∫ 𝐺0(𝑘, 𝒓, 𝒓′)𝑈(𝒓′) 𝜓𝒌( 𝒓′)𝑑𝒓′ (10.76) 

where 𝛷𝒌( 𝒓) is the solution for the homogeneous equation 

(∇2 + 𝑘2)𝛷𝒌( 𝒓) = 0 (10.77) 

that is the known plane wave 𝑒𝑖𝒌𝒓, and  𝐺0(𝑘, 𝒓, 𝒓′) is the Green’s function satisfying the 

equation 

(∇2 + 𝑘2)𝐺0(𝑘, 𝒓, 𝒓′) = 𝛿(𝒓 − 𝒓′) (10.78) 

Requiring that the wavefunction 𝜓𝒌( 𝒓) describes outgoing scattering waves, the Green’s 

function can be obtained as 

𝐺0(𝑘, 𝒓, 𝒓′) = −
1

4𝜋

𝑒𝑖𝑘|𝒓−𝒓′|

|𝒓 − 𝒓′|
 (10.79) 

which indeed describes outgoing waves generated at the point 𝒓′ and approximating spherical 

waves of the form of Eq. 10.65 for large  |𝒓|, i.e. for |𝒓| ≫ |𝒓′|, as depicted in Fig. 10.18 

 
Figure 10.18 Scattering geometry corresponding to the outgoing waves described by the 
Green’s function of Eq. 10.79. 
 
Then the final form of the integral equation 10.76 is written as 

𝜓𝒌( 𝒓) = 𝑒𝑖𝒌𝒓 −
1

4𝜋
∫

𝑒𝑖𝑘|𝒓−𝒓′|

|𝒓 − 𝒓′|
𝑈(𝒓′) 𝜓𝒌( 𝒓′)𝑑𝒓′ (10.80) 
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which in the asymptotic form of  |𝒓| → ∞ (after approximating  
𝑒𝑖𝑘|𝒓−𝒓′|

|𝒓−𝒓′|
→

𝑒𝑖𝑘𝑟

𝑟
𝑒−𝑖𝒌′𝒓′

, where 𝒌′ =

𝑘�̂� ) is reduced to  

𝜓𝒌( 𝒓) = 𝑒𝑖𝒌𝒓 −
1

4𝜋

𝑒𝑖𝑘𝑟

𝑟
∫ 𝑒−𝑖𝒌′𝒓′

𝑈(𝒓′) 𝜓𝒌( 𝒓′)𝑑𝒓′ (10.81) 

Thus, by comparing Eqs 10.81 and 10.66 we obtain the scattering amplitude as  

𝑓( 𝜃, 𝜑) = −
1

4𝜋
∫ 𝑒−𝑖𝒌′𝒓′

𝑈(𝒓′) 𝜓𝒌( 𝒓′)𝑑𝒓′ (10.82) 

However, the solution is still not reached since the wavefunction 𝜓𝒌( 𝒓) is unknown. Its solution 

can be obtained in a series of iterations for the integral Eq. 10.76. Indeed, starting from an 

incident plane wave as the zeroth order approximation then the next iterations are structured 

as follows 

𝜓𝒌
(0)( 𝒓) = 𝑒𝑖𝒌𝒓                                                                          (10.83a) 

𝜓𝒌
(1)( 𝒓) = 𝑒𝑖𝒌𝒓 −

1

4𝜋

𝑒𝑖𝑘𝑟

𝑟
∫ 𝑒−𝑖𝒌′𝒓′

𝑈(𝒓′) 𝜓𝒌
(0)( 𝒓′)𝑑𝒓′  (10.83b) 

𝜓𝒌
(2)( 𝒓) = 𝑒𝑖𝒌𝒓 −

1

4𝜋

𝑒𝑖𝑘𝑟

𝑟
∫ 𝑒−𝑖𝒌′𝒓′

𝑈(𝒓′) 𝜓𝒌
(1)( 𝒓′)𝑑𝒓′  (10.83c) 

𝜓𝒌
(𝑛)( 𝒓) = 𝑒𝑖𝒌𝒓 −

1

4𝜋

𝑒𝑖𝑘𝑟

𝑟
∫ 𝑒−𝑖𝒌′𝒓′

𝑈(𝒓′) 𝜓𝒌
(𝑛−1)( 𝒓′)𝑑𝒓′ (10.83d) 

This approach is actually a perturbation expansion in powers of the interaction potential  𝑈(𝒓) 

known as the Born expansion or Born series.  The first order term 𝜓𝒌
(1)( 𝒓)  is the first Born 

approximation or simply Born approximation, resulting for the scattering amplitude in  

𝑓(1)( 𝜃, 𝜑) ≡ 𝑓𝐵1 = −
1

4𝜋
∫ 𝑒−𝑖(𝒌−𝒌′)𝒓′

𝑈(𝒓′) 𝑑𝒓′ (10.84) 

It is interesting to note that the quantity 𝒌 − 𝒌′ = 𝑸 is the momentum transfer as depicted in 

Fig. 10.18 and that the scattering amplitude is the Fourier transform of the potential.   

The physical meaning behind the Born series is that each term corresponds to a scattering 

process inside the scattering volume. The zeroth order corresponds to no scattering, the first 

order to a single scattering process, and the second order to a double scattering process and 

so on and so forth. Usually higher orders that the first require arithmetical approaches and 

even though the convergence is not guaranteed depending on the potential and the collision 

energy. Thus, only the first Born approximation is taken into account which gives good results 

for high collision energies and weak potentials as expected.  
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10.2.4 Electron-atom collisions 

In this last subsection, we will describe the approach on a realistic problem that of an electron 

beam colliding with an atom. We shall examine the elastic scattering from a hydrogen atom 

for simplicity.  Let us call electron 1 the electron of the beam and electron 2 the electron of the 

atom in its ground state. Then the asymptotic wavefunction for |𝒓1| ≫ |𝒓2| of the system is 

written as   

𝜓±( 𝒓1, 𝒓2)~𝐹1
±( 𝒓1)𝜓100( 𝒓2) (10.85) 

where ± corresponds to the singlet (+) and triplet (-) spin states of the two electron system. 

The function 𝐹1
±( 𝒓1) is the known scattering wavefunction of Eq. 10.66  

𝐹1
±( 𝒓1) = 𝑒𝑖𝑘1𝑧 + 𝑓1

±(𝑘1, 𝜃, 𝜑) 
𝑒𝑖𝑘1𝑟1

𝑟1
 (10.86) 

Due to the symmetry of the wavefunction it can also be written as (interchanging 𝒓1 and 𝒓2 

should not affect the wavefunction) 

𝜓±( 𝒓1, 𝒓2)~𝐹1
±( 𝒓2)𝜓100( 𝒓1) (10.87) 

Therefore a correctly antisymmetrized wavefunction for the problem of the electron elastic 

scattering from the ground state of the atomic hydrogen can be written as   

𝜓±( 𝒓1, 𝒓2) = [𝐹1
±( 𝒓1)𝜓100( 𝒓2) + 𝐹1

±( 𝒓2)𝜓100( 𝒓1)] (10.88) 

This is known as the static exchange method. In case where the collision energy is high 

enough to excite or even ionize the hydrogen atom then all the open channels should be 

included in an appropriately antisymmetrized wavefunction which would be then written as  

𝜓±( 𝒓1, 𝒓2) = ∑[𝐹𝑞
±( 𝒓1)𝜓𝑞( 𝒓2) + 𝐹𝑞

±( 𝒓2)𝜓𝑞( 𝒓1)]

𝑁

𝑞=1

 (10.89) 

where N is the number of states allowed by the collision conditions. This is also known as the 

close coupling approximation. It is instructive to realize that these wavefunction are actually 

approximations of the "real" wavefunction and not the only solutions to the problem.    
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11. Inertial Confinement Fusion implosion hydrodynamics and 

indirect drive 

The subject of inertial confinement fusion centres around the achievement of ignition and 

propagating burn in a fuel mass that has been imploded by some form of driver. Whether this 

driver is a laser, a hohlraum radiating soft x-rays, or a charged particle beam, this theme of 

implosion followed by ignition and propagating burn is a common one. In this chapter we shall 

consider some of the requirements placed upon the implosion and show that in order to 

achieve the required high densities in the imploded fuel it is necessary to employ a series of 

shock waves to accelerate the shell. We shall also briefly consider the role of the hohlraum in 

the indirect drive approach to ICF. 

11.1 Implosion 

The goals of the implosion in ICF include, at least, compression of the bulk of the fuel to a high 

density. In the conventional central hotspot ignited approach to ICF, another aim of the 

implosion is to form a central hotspot, which satisfies the ignition r criterion. The implosion is 

a complex process, which we must simplify substantially in order to bring some degree of 

sense to it.  

During the implosion, the outermost regions of the capsule are ablated by the driver. The 

rest of the material is accelerated inward. This is often termed rocket-like acceleration, and 

indeed this is a fair analogy. However, the student should be careful not to extend the analogy 

of a space rocket too far! For instance, there is a significant delay between the commencement 

of the ablation of the exterior of the capsule, and the time at which the inner surface of the 

capsule begins to implode, due to the time taken for the shock waves that are accelerating the 

material to pass through the thickness of the shell. 

The bulk of the compression in an ICF implosion actually occurs at late times, as the fuel 

stagnates against itself in the centre. While the shock waves which are driven through the 

capsule do indeed result in significant compression, the key criteria for an implosion are the 

final implosion velocity and the adiabat of the fuel [1, 2]. The first parameter determines how 

much energy there is available during stagnation for driving the compression. The second 

parameter determines the degree to which the fuel will resist compression; essentially it is a 

measure of how much the fuel has been heated during the implosion. Hot fuel is harder to 

compress. Therefore, all efforts must be made to limit the heating of the fuel during the 

implosion, be this through excessive shock heating (which we shall discuss shortly) or other 

forms of preheat (radiative/hot particle). So, one could paraphrase and suggest that the ICF 
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capsule designer must go to great lengths to ensure that the fuel remains cold. The question 

that we must address first then is that of “how cold is cold?” 

Cold fuel and Fermi-degeneracy 

It turns out that the answer to our question of “how cold is cold?” lies in an area of physics that 

one might not necessarily expect to have great relevance to ICF. Electrons are fermions, and 

fermions cannot occupy the same state as one an-other. They must remain degenerate, or in 

different states. Fermi statistics dictate that if a large number of electrons occupy a given 

volume, then many of them must be in higher energy states in order to remain degenerate [3]. 

If the volume of the gas is reduced, and the number of electrons remains the same, then the 

electrons will be forced to ever higher energies. What this implies is that compressing an 

electron gas inevitably requires at least the energy required to force the electrons into the 

higher energy states dictated by Fermi statistics. There is no way around this. The mean 

energy of electrons in such a system is given by: 

𝐸𝐹𝑎𝑣𝑔 =
3

5
𝐸𝐹𝑒𝑟𝑚𝑖        

 
(11.1) 

where, 

𝐸𝐹𝑒𝑟𝑚𝑖 = 3.65 × 10−15𝑛2 3⁄  eV       (11.2) 

One can also associate a pressure and a temperature with the degenerate electron gas: 

𝑃𝐹𝑒𝑟𝑚𝑖 =
2

5
𝑛𝐸𝐹𝑒𝑟𝑚𝑖 = 2.34 × 10−39𝑛5 3⁄    Mbar 

(11.3) 

and, 

𝑇𝐹𝑒𝑟𝑚𝑖 =
𝐸𝐹𝑒𝑟𝑚𝑖

𝑘
⁄  (11.4) 

And this presents us with an answer to our question: if the temperature of the dense fuel in an 

ICF capsule is kept well below this Fermi temperature, then it can be compressed without 

significant extra work being required than that which is unavoidable. Putting numbers into 

equation 4 we can also see that, for example, the Fermi temperature of deuterium at 1000 

gcm-3 is around 18.5 Million Kelvin. The answer to our question “how cold is cold?” is therefore 

“very hot!” 

Implosion velocity 

It is actually quite straightforward to obtain a simple estimate of the required implosion velocity 

for an ICF capsule, by equating the kinetic energy of the imploding shell to the required total 

Fermi energy (the average Fermi energy of an electron in the imploded state, multiplied by the 
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total number of electrons in the dense fuel core). Doing this for fuel at around 1000 gcm-3 leads 

to an estimate of the implosion velocity of around 2.7 × 107 cm/s. As would be expected, this 

is an underestimate. Typical implosion velocities for central hotspot ignition are close to 4 × 

107 cm/s, however much of the energy in that scheme is required to heat the hotspot.  

While not the topic of this chapter, the reader is probably aware that hydrodynamic 

instabilities, in particular the Rayleigh-Taylor instability [4], make it unfeasible to implode a 

capsule whose initial thickness is an extremely small fraction of its initial radius. This limits the 

distance over which the fuel can be accelerated, and therefore means that the acceleration 

must be quite violent in order that the fuel reaches the required final implosion velocity. This 

in turn suggests that the pressure required to accelerate the fuel must be very large. An 

alternative way to look at this would be to say that if we set the PV work done on the capsule 

equal to the required total Fermi Energy of the fuel, then the pressure required to accelerate 

the fuel will be large: around 20 Mbar. However, as will be shown in the following sections, 

applying such a large pressure suddenly will result in the fuel being heated dramatically, 

preventing efficient compression to high density. 

Shock waves 

A shock wave [5] is a discontinuity in the gas dynamic variables which propagates through the 

fluid at a velocity that is greater than the speed of sound ahead of the wave, and less than the 

speed of sound behind the wave. Such waves form inevitably from pressure disturbances in 

fluids, except in the case where the disturbances are very weak (such weak disturbances are 

known as sound waves). If we imagine the situation of a sinusoidal pressure disturbance 

propagating in a fluid, the cause of the formation of such waves can be seen by examining 

how the sound speed in the wave varies with position. Regions of the wave that are at a higher 

pressure have associated with them a higher local sound speed than regions that are at a 

lower pressure. This results in progressive steepening of the wave front, and finally the 

formation of a sudden jump in the pressure from peak to trough. This sudden discontinuous 

jump in pressure is known as a shock wave. It can be shown that the density and temperature 

follow a similar trend, passing from the low to the high pressure portions of the wave. The 

degree to which the shock wave front is actually discontinuous is dependent upon the 

dominant mode of energy transport across the wave front. At low temperatures viscosity and 

thermal conduction dominate the energy transport, and therefore the shock front thickness is 

governed by relevant electron mean free paths. At low temperatures, in high density fluids, 

these mean free paths are on the order of nanometers, and therefore the jump does, from a 

macroscopic standpoint, indeed appear to be discontinuous. At very high temperatures, 

however, radiation can play a dominant role, and therefore the shock front thickness can be 
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better approximated by the much longer mean free paths of the relevant photon populations 

that are conveying the energy from the hot to the cold region of the fluid. In this latter case the 

discontinuous nature of the shock front transition tends to disappear [5]. 

Hugoniot curves [5] represent the locus of all possible final states (pressure P1, and 

specific volume V1) that may be produced by the passage of a single shock wave, from some 

initial state (P0, V0): 

𝑉1 = [
𝑃0𝑉0(𝛾 − 1) + 𝑃1𝑉0(𝛾 − 1)

𝑃0(𝛾 − 1) + 𝑃1(𝛾 + 1)
]    (11.5) 

where γ is the adiabatic exponent of the fluid, such that P1V1=P0V0 If P is plotted against V  

then, from some initial state, the Hugoniot curve lies above the isentropic compression curve, 

but diverges significantly from it only if the ratio of P1 to P0 is large. It is also simple to show 

from equation 1.5 that the limiting compression produced by a single shock wave is given by 

the ratio (+)(−) by suggesting that the initial pressure is negligible.  

Some insight can be gained by considering the relationships between initial and final 

temperatures and entropies generated by the passage of a single shock wave: 

𝑇1

𝑇0
=

𝑃1𝑉1

𝑃0𝑉0
 (11.6) 

𝑆1 − 𝑆0 = 𝐶𝑉𝑙𝑛
𝑃1𝑉1

𝛾

𝑃0𝑉0
𝛾 

(11.7) 

These two relationships suggest that the parameter that is critical in determining the degree 

of any heating which takes place due to the passage of a shock wave is the ratio of post- to 

pre-shock pressure, P1/P0 and not the absolute magnitude of the final pressure. This is critical 

since it suggests that we might reduce the amount of heating required to achieve a given final 

pressure by using a series of shock waves; each shock wave limiting the ratio of Px to Px-1, 

however the final pressure after many shocks being allowed to reach a high value. Since, in 

ICF, we need to apply very large pressures to our fuel, without heating it excessively, this 

suggests that we must resort to the use of multiple shock waves. 
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Use of Hugoniot curves in ICF target design 

 

Figure 11.1 A set of isentropes for DT are plotted (black lines), with the Hugoniot curve for a 
single shock from DT-ice at normal solid densities (purple line) overlaid. The extent to which 
it is acceptable to raise the fuel pressure by the passage of a single shock going into DT-ice 
is limited. At high densities the cold, quasi-Fermi-degenerate curve lies very close to 
isentropes with a specific entropy of less than 0.4GJ/g/keV. Therefore, since entropy cannot 
be lost from the fuel during the implosion, we must aim to maintain the dense imploding fuel 
below this isentrope (red line) throughout the implosion. 

 

Figure 11.1 illustrates the difficulty in accelerating the fuel by application of a sudden pressure 

jump from zero to tens of Megabars, as might be suggested by our simple previous calculation. 

Looking at the isentropes for DT fuel, it can be seen that at very high densities isentropes with 

a specific entropy of less than 0.4GJ/g/keV lie very close to the cold quasi-Fermi-degnerate 

curve (represented by a specific entropy of 0.0 in figure 11.1). Therefore, since it is not possible 

to lose entropy from the fuel during the course of the implosion, it is necessary to maintain the 

dense fuel below this value of specific entropy during the course of the implosion. By 

considering the hugoniot curve from cold-DT ice (plotted as a purple line in figure 11.1), it can 

be seen that a single shock of strength ~ 20Mbar, leaves the fuel with a very much higher 

specific entropy than this (approximately 0.7GJ/g/keV). This implies that substantially more 

work than necessary will need to be performed upon the fuel in order to compress it to the 

desired density (thereby invalidating the simple calculation performed previously and 

encouraging us to go to even higher pressures- which would exacerbate the problem further). 

By consideration of figure 11.1, it can be seen that an acceptable strength for the first shock 

wave going into the fuel might be around 0.9Mbar. This is approximately the strength of the 

first shock employed at the National Ignition Facility [1]. Figure 11.2 illustrates how this 
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principle is extended to the second shock wave. A new hugoniot curve is plotted from the fuel 

conditions created by the passage of the first 0.9Mbar shock wave. 

 

 

Figure 11.2 This figure builds upon the information contained in figure 12.1, showing the 
hugoniot curve for a 2nd shock wave starting from the conditions created by the passage of a 
0.9Mbar shock wave into cold DT-ice. It can be seen that this second shock can have a 
strength of approximately 4Mbar without raising the entropy of the fuel above the critical 
0.4GJ/g/keV level. 

 

It is found that the shock pressure may be increased by approximately a factor of four by each 

successive shock wave, without raising the fuel entropy significantly above the level “set” by 

the first shock wave. NIF uses a series of four shock waves [1], to raise the pressure to the 

levels required to achieve a satisfactory implosion velocity. In reality, for central hotspot 

ignition, this implosion velocity is on the order of 4×107cm/s. In central hotspot ignition, the 

velocity is required to be significantly higher than in the case of fast ignition, since the 

stagnation of the shell is required to heat the central hotspot, in addition to compressing the 

dense fuel. Figure 11.3, taken from reference 1 shows the complete trajectory of the dense 

fuel and hotspot in a NIF-like central hotspot ignited target. 
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Figure 11.3 Shows the trajectories of the dense fuel and central hot-spot in a NIF-like 
implosion, taken from reference 1. Notice that the entropy units are in 108J/keV/g unlike in the 
previous two figures. 

11.2 Indirect-drive ICF 

In the indirect-drive approach to inertial confinement fusion, the fuel capsule surface is heated 

by soft x-rays. These soft x-rays emanate from a so-called hohlraum in which the capsule is 

located centrally. The key advantage to this approach is that it enables a driver that cannot be 

readily applied with a high degree of uniformity to a spherical surface to be used in driving the 

implosion of the fuel capsule. The energy from the driver is firstly captured by the hohlraum, 

which heats up, and the thermal emission from this hohlraum drives the capsule. By having a 

hohlraum that is large relative to the fuel capsule, the radiation falling on the capsule may 

become quite uniform, even if the deposition of energy at the hohlraum wall is relatively non-

uniform. This is for two reasons. Firstly, the thermal emission from the hot plasma at the inner 

surface of the hohlraum is isotropic. This results in the non-uniformity in the radiation field 

leaving the wall being smoothed out by the time it reaches the capsule surface. A similar effect 

may be observed in most lecture theatres. In a lecture theatre there are usually multiple lights 

on the ceiling, such that the emission is quite non-uniform e.g. if you looked at a large piece 

of cardboard, held close to the ceiling, from above, you would see alternating regions of light 

and dark, depending on whether or not the card was below a lamp or not. However if one were 

to examine the floor of the lecture theatre, these spots of light would no longer be so visible, 

having merged with neighboring spots due to the fact that the emission from each individual 

lamp is not particularly beam-like (this is not to say that it is truly isotropic, but a substantial 
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difference would be observed if the lamps were replaced with spot-lights or downward-pointing 

laser beams!) Secondly the radiation from the regions of the hohlraum wall that are heated 

directly by the driver falls not only upon the capsule but also on other regions of the hohlraum 

wall – both those regions that exposed to the driver, and those that are not. The whole interior 

of the hohlraum wall is thereby raised to a high temperature, and therefore the entire wall is 

also responsible for heating the capsule. The non-uniformities in the radiation drive at the 

capsule surface are reduced even further by this process. To continue our analogy of the 

lecture theatre and the lamps, we could suggest that this is somewhat like the effect of painting 

the walls of the lecture theatre white – so that the light reaching the floor comes not only 

directly from the lamps, but also indirectly via the walls. (Whilst these analogies may seem 

somewhat naïve it is worth noting here that the numerical simulation codes used to model 

hohlraum radiation uniformity, so called “view-factor codes”, are very similar to those used by 

architects to ensure that buildings and their sur-rounding environs are adequately lit!).  

Inevitably indirect-drive ICF has a substantially lower coupling efficiency be-tween the driver 

and the capsule than in the case of direct-drive (Though note that the x-rays are absorbed 

more effectively by the capsule than laser radiation at optical wavelengths. The loss of 

efficiency is down to the fact that only a relatively small fraction of the x-rays interact with the 

capsule approximation to such a system, and the emission often departs quite significantly 

from a planckian emission spectrum– partly due to the fact that the system is constantly being 

driven out of equilibrium by the driver, and partly because the opacity of the wall varies 

significantly across the frequency spectrum of the pho-tons contained by the hohlraum). This 

is due to the fact that energy must be provided to raise the entire interior surface of the 

hohlraum to a high temperature, and this surface is many times larger than that of the capsule. 

In laser-driven indirect drive, a substantial amount of energy also flows out of the Laser 

Entrance Holes (some ion-beam and pulsed-power driven indirect drive concepts do not 

require such openings to the vacuum chamber). 

𝜂𝑐.𝑒.𝐸𝑙𝑎𝑠𝑒𝑟 = 𝐸𝑐𝑎𝑝𝑠𝑢𝑙𝑒 + 𝐸𝑤𝑎𝑙𝑙 + 𝐸𝐿.𝐸.𝐻.   
(11.8) 

Equation 11.8 gives the hohlraum energy-balance for a laser-driven hohlraum, where 𝜂𝑐.𝑒. is 

the laser to x-ray conversion efficiency, and the other terms are the energy from the laser, the 

energy going into the capsule, the energy going to heat the hohlraum wall, and the energy 

escaping from the laser entrance holes (LEH) ac-cordingly. Each of the terms on the right-

hand side of equation 11.8 is proportional to the surface area of the component (or simply the 

area in the case of the LEHs). The dominant term in the hohlraum energy balance is the wall 

term. This describes the energy that goes into heating the hohlraum wall. The hohlraum wall 

is heated by a diffusive radiative heat-wave known as a Marshak wave. What this means is 
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that (except at very early times) the radiative heat-flow that is going into the cold, unheated 

regions of the wall is not coming directly from the radiation field in the interior void of the 

hohlraum, but rather it is coming from adjacent hot material. This adjacent hot material is in-

turn heated by even hotter material closer to the central void of the hohlraum. This behaviour 

is illustrated in figure 11.4. Note that this is a different process than that responsible for heating 

the fuel capsule ablator – in that case the heated material is sufficiently transparent to the x-

ray drive that the cold material can be thought of as being heated directly by the x-rays coming 

from the body of the hohlraum. 

 

 

Figure 11.4 A Marshak wave is a diffusive heat-wave that is responsible for heating the 
hohlraum wall interior. Note that this is a different process than that responsible for heating 
the fuel capsule ablator – in that case the heated material is sufficiently transparent to the x-
ray drive that the cold material is heated directly by the x-rays coming from the body of the 
hohlraum. 

 

As noted in the previous paragraph, the heating of the hohlraum wall is diffusive. This is due 

to the fact that the hohlraum wall has a high opacity to the radiation field inside the hohlraum. 

The hohlraums used in laser-driven indirect drive ICF typically operate at a temperature up to 

around 400eV. At such temperatures the only materials that have a relatively high opacity to 

the radiation field contained by the hohlraum are those with a high atomic number (high-Z) 

such as gold and uranium (both of which are used in the construction of the hohlraum wall 

used at the National Ignition Facility). The reasoning behind the use of a high-Z wall can be 

encapsulated in several different ways. One way to consider it is in terms of the Marshak 

wave. If the wall opacity is high then the Marshak wave will proceed relatively slowly into the 

unheated wall material, and therefore the total amount of energy expended in heating the wall 
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material will be limited. Another way to look at it is in terms of Kirchhoff’s radiation law which 

states that in thermal equilibrium, the emissivity of a body (or surface) matches its absorptivity. 

This comes from the principle of detailed balancing. The meaning of this is relevant to the 

question in hand since it implies that the opaquer our hohlraum wall is, the more it will emit at 

a given temperature. Clearly, in order to be efficient, one objective of the hohlraum is to 

illuminate the capsule as intensely as possible for a given driver intensity, and so Kirchhoff’s 

law points us toward using a high-Z wall material in order to achieve this.  

 

Substantially more information on hohlraum physics, with specifics of relevance to the laser-

driven approach to indirect drive ICF, may be found in reference 1. 

 

11.3 Conclusions 

In this chapter, we considered the requirements placed upon the implosion in order to render 

the fuel in the desired state. We showed that it is important to limit the entropy of the fuel by 

accelerating it with multiple shock waves, such that the fuel pressure during stagnation does 

not significant exceed the unavoidable Fermi back-pressure, thereby limiting the compression. 

We have also briefly considered the role of the hohlraum in the indirect drive approach to ICF. 
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12. Generation and characterisation of warm dense matter in the 

laboratory 

12.1 Introduction 

The study of warm dense matter (WDM) in the laboratory has matured into a well-developed 

field with many active researchers [e.g. 1-7]. The reason for this is a combination of the 

exciting and interesting academic challenges inherent and also the important application to 

understanding the structure and formation of planets and other astrophysical objects, such as 

brown dwarfs. There have been many scientific questions posed regarding the structure of 

planets over the last 30 or more years. For example, it has been suggested that the extreme 

conditions inside planets such as Neptune and Uranus may cause carbon to form into 

diamond layers [8]. It has been further shown by Nettelmann et al [9] that different models of 

the interior of Jupiter can be created that predict quite different internal structures and yet both 

predict gravitational moments and other parameters that agree with observation. The key 

difference is the equation of state used to describe the relationship between pressure, density 

and temperature for the hydrogen and helium. Such questions can only be resolved once a 

firmer understanding of warm dense matter has been established.  

 

Figure 12.1 Mapping of the warm dense matter region. The boundaries are a broad guide. 
We can see the way in which conditions in Jupiter as a function of depth (dashed blue line) 
pass through the WDM regime as well as conditions in a Brown Dwarf (dashed orange line). 
We note that static methods of compression and heating such as diamond anvil cells (DAC) 
only probe the bottom left corner of our regime. 
 

We can see, in figure 12.1, a mapping of warm dense matter conditions in terms of the 

temperature-pressure space occupied. The challenges faced can be described by reference 
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to some of the key properties of warm dense matter. These include strong inter-particle 

correlation often expressed through the parameter; 

 

(12.1) 

where q is the charge on a particle and a is some characteristic distance (in the case of ions, 

the ion- sphere radius). For ions, in high temperature, low density plasmas such as the solar 

corona or a tokamak, this parameter is much smaller than unity indicating that the Coulombic 

interactions can be looked at as a small perturbation on the random thermal motion, albeit a 

perturbation that leads to rich physics. At the other extreme, in solid matter, values of Γ for 

ions are well in excess of 100 and the thermal motion represents a perturbation about a fixed 

lattice position. For warm dense matter, we are often in an intermediate regime where neither 

Coulomb interaction nor thermal energy are a small perturbation of the other. This presents 

a challenge in theoretical modelling of WDM.  

Another important characteristic is partial degeneracy. For low density classical plasmas, 

electron degeneracy is not a feature and for cold solids and even liquid metals we can usually 

approximate that the electrons are in the ground configuration. For WDM we can often have 

μ/kT~1, where μ is the chemical potential. This means that whilst Pauli blocking will play a 

role in determining, for example, the electron-ion equilibration time and plasma resistivity, we 

cannot approximate that all electrons are in the ground state. Finally, we can note that partial 

ionisation is a key aspect of WDM, especially for mid to high-Z elements. This has a 

significant effect on the microscopic arrangement of ions within the sample as the strong 

short-range repulsion between bound electron shells might play a part in the interionic 

potential [10]. In turn, the microscopic structure has profound effects on macroscopic 

quantities such as the resistivity, compressibility and internal energy of a sample, as we shall 

discuss further below. 

There are some general requirements we can consider in evaluating methods of 

generating WDM samples. The first of these is the need, in many cases, for a uniform sample. 

This is important as strong gradients in density and temperature can mask physical effects 

and make comparison with modelling and theory problematical. Sometimes, we may of 

course be interested in non-equilibrium situations where heat flows and currents may be 

generated by gradients but resolving those gradients in itself becomes a challenge to be met. 

For this reason, direct heating of a solid by laser-irradiation is generally ruled out as a useful 

method. Whilst high intensities lead to a hot plasma on the surface and strong electron 
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thermal conduction inwards from the laser-plasma can create WDM conditions in the solid, 

this is invariably accompanied by very strong density and temperature gradients. The use of 

very high intensity, short pulse irradiation to create a population of super-thermal electrons 

that can penetrate a solid and create warm dense matter is a possible exception that will be 

discussed below.  

There are also considerations of timescale. As noted above, static methods such as 

diamond anvil cells cannot probe most of the WDM regime and we resort to dynamic methods 

where a sample is created rapidly and stays in a WDM condition due to inertia for long enough 

for it to be probed. Take for example a sample heated to around 10eV at close to solid 

density. The speed of expansion can be roughly approximated to the sound speed, which is 

of order 104 ms-1 depending on the material. This implies that for millimetre scale targets we 

can have decompression timescales of order 10-8-10-7s. This is a distinct advantage in terms 

of probing opportunities. As we shall see, however, such samples present the issue that, for 

some methods of generation and probing, we would be limited to lower Z materials. This is 

due to the high opacity for x-rays with higher Z materials and thus smaller samples with 

consequently faster evolution would be needed. 

The timescale is also important from the point of view of equilibration. As noted above, we 

will sometimes be interested in the process of equilibration in dynamic systems. However, 

we would often like to compare our data to what may happen inside, for example, a planet 

where timescales are extremely long. In these cases, when we create a sample, we need to 

concern ourselves with the rates at which electron-ion exchange of energy, melting and 

phase changes might occur and compare these to the timescale of our experiment. 

In the following sections we will discuss the generation and diagnosis of warm dense 

matter by a variety of means, addressing generation and diagnosis together in some cases 

as some experiments lend themselves to particular diagnostic techniques. We broadly 

categorise the methods as shock/ramp compression and volumetric heating, both of which 

can be achieved by a range of means. 

 

12.2 Shock or ramp compression 

The generation of a shock wave by the sudden application of a high pressure has been 

discussed and described very well elsewhere [11]. For the purpose of this discussion we will 

observe that the shock generates a sudden jump in the pressure, density and temperature 

of a sample. This process is described by the Rankine-Hugoniot equations which consider 

the conservation of mass, momentum and energy; 
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(12.2) 

There are thus five unknowns, which are the pressure, P, density, p, and internal energy, 

E of the shocked matter and the velocity of the shock, vs and the particle velocity of the matter 

after it has been shocked, vp. If we measure any two of these parameters, we can, in principle, 

solve for the others. We can see, in figure 13.1, the so called Hugoniot curves for Fe and 

Hydrogen taken from the SESAME database [12]. These show how the temperature of the 

shocked matter is related to the shock pressure. We can also see a point labelled ramp 

compression. This results from a more gentle compression where pressure is applied in a 

smooth way rather than a sudden jump. The principle on which this is based can be 

understood by considering that, for an ideal gas, the entropy created by a single shock is 

given by [see e.g. 11];  

 

(12.3) 

For strong shocks, it is well known that the maximum compression in an ideal gas is a 

factor of 4 (given by (γ + 1)/(γ — 1))· If we consider a final shock pressure P, then we can 

show that by reaching it in a series of shocks of increasing pressure rather than a single jump 

from P0 to P, we create less entropy and can, in the limit of specially shaped drive, achieve 

close to isentropic compression. This permits the exploration of a wider range of conditions 

away from the shock Hugoniot [e.g. 13,14], although in many cases we should note that this 

includes matter below the temperature that we would normally consider as being in the WDM 

regime. 

Directly laser driven shocks 

Figure 12.2 shows a much-simplified schematic of laser-shock drive [15-17]. An intense laser 

incident on a solid surface creates a plasma in which laser light is further absorbed by 

mechanisms such as inverse bremsstrahlung. Thermal transport into the target creates a 

dense high temperature ablation surface where the pressure created drives a shock inwards. 

There are several scaling laws in the literature that describe the pressure of the shock as a 

function of the laser intensity and wavelength. For example [17]; 
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(12.4) 

where the laser intensity is in units of 1014 Wcm-2 and the wavelength is in microns. The shock 

speed depends on the material, being faster for lower density but is generally in the regime 

of 10s km/s. This implies that for a typical drive duration of 1ns, a sample of 10s μτη thickness 

can be compressed before the pressure source is removed. For direct drive of lasers in this 

manner, this can create an issue of radiative pre-heating. The keV temperature plasma 

created in the surface laser-solid interaction will radiate x-rays at several keV. These x-rays 

can penetrate the solid and heat the material ahead of compression, for example, at 5keV x-

rays have an attenuation length in Al of 20 μτη. This in turn can alter the Hugoniot so that it 

is no longer possible to apply the Rankine-Hugoniot equations without knowledge of the pre-

heated conditions. 

 
Figure 12.2 Schematic of a laser driven shock. The incident laser creates a hot plasma on 
the surface of a solid target. The hot plasma ablates from the surface, exerting a Mbar 
level pressure that drives a shock into the solid. 
 

In addition to radiative pre-heating there can also be electron pre-heating. This can 

originate in fast electrons created by processes such as filamentation or stimulated Raman 

scatter in the coronal plasma. The threshold intensity for the latter instability depends of the 

spatial scale-length of the plasma, L [e.g. see 18] 

 
(12.5) 

where 𝐿 and the wavelength of the laser, 𝜆 are in microns. For a keV coronal plasma expanding 

at sound speed of 2x105 ms-1, we expect L > 200𝜇𝑚 after 1ns and thus the threshold is below 

1014 Wcm-2 for 0.527𝜇𝑚 laser light. The issue of pre-heating by supra-thermal electrons in 

shock experiments was discussed by, amongst others, Trainor and Lee [19].  

An important consideration in the generation of such laser-driven shocks is the quality of 

the focal spot. For some years now optical devices such as random phase plates [20] have 
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been available to counter this problem. There are now several varieties [e.g. 21] of such 

devices. The basic principle is that the beam is broken into a number of smaller beamlets, 

for each of which a randomly assigned phase change is introduced, either π or 0. This creates 

a high frequency interference on the target surface that can be smoothed out via lateral 

thermal transport in the coronal plasma. The speckle size is typically a few microns and 

depends on the f-number of focusing and the wavelength. The size of the elements needed 

is inversely proportional to the size of the focal spot required. This means that for a given f-

number and focused intensity, it may be considered that a larger system has some 

advantages. Firstly, for a larger beam there will be a larger number of elements and so 

statistical averaging of intensity is more effective. Secondly, with a larger system, a larger 

focal spot can be used and the ratio of speckle size to focal spot is smaller. Thus, generally 

higher energy systems (>100J) are to be preferred for this work. Other methods of beam 

smoothing such as smoothing by spectral dispersion (SSD) [22] have also been considered, 

sometimes in conjunction with a phase plate, although these require modifications to the 

laser, whilst a phase plate is simply inserted into the beam. An example of a focal spot 

created with a phase plate is shown in figure 3. In addition to the focal spot issue, there are 

other considerations such as the shaping of the laser pulses and the structure of the target. 

The first of these has been alluded to above in the context of isentropic compression. Prior 

to the advent of laser pulse shaping technologies, use of multiple beams to create coalescing 

shocks was considered to obtain higher compression with lower heating [e.g. 23,24]. Pre-

stressed targets have also been used in conjunction with shock waves so that with a different 

P0, a different Hugoniot curve is explored. For example [25], compressed helium at up to 60 

GPa contained in a diamond anvil cell has been shock compressed with a pulsed laser driving 

a shock through the diamond into the sample. 

 
Figure 12.3 Example of a focal spot shape possible with phase plate technology. (a) Square 
focal spot with nominal 0.5mm sides. A low level plateau around the focal spot is due to 
higher order diffraction and imperfection in manufacture. (b) Lineout average across central 
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part of the spot with a super-Gaussian fit. 
 

Shaping of the shock drive is not just a way to gain a more isentropic compression but, 

as discussed by Swift and Kraus [26], can be used to maintain a more constant shock driving 

pressure. As a plasma is created on the surface of the solid, the critical density, at which the 

laser is absorbed, moves outward and the distance over which thermal conduction needs to 

deliver energy to the ablation front increases. This generally means a drop in the applied 

pressure and a rising intensity pulse can help mitigate this factor. We can note, however, that 

as the scale-length of the coronal plasma increases, the threshold for parametric instabilities 

such as stimulated Raman scattering (SRS) becomes lower. The use of an ablator layer, 

such as CH to absorb the laser light and help form the shock driving pressure has also been 

discussed [26]. The impedance mismatch between a CH layer and a metal sample leads to 

a higher shock pressure imposed on the metal than would otherwise be generated by the 

ablation pressure. This comes at the price of a shorter duration of application peak pressure 

that comes about as a result of the series of shock reflection and release waves that occur 

between the plasma-vacuum interface and the CH-metal interface. 

Indirectly driven shocks 

Intense lasers incident on high Z materials can be efficient sources of X-rays, especially in 

the sub-keV regime with conversions up to 80% level [27-29]. With sub-keV x-rays the 

absorption length in a solid can be generally sub-micron and thus they can in principle be 

used to ablate the surface, exerting an ablation pressure in order to drive a shock. This is 

often achieved by irradiation of the inside of a gold cavity (hohlraum) with intense laser pulses 

(see figure 4). The x-ray emission, which can have an equivalent black body temperature of 

over 200 eV, is allowed to fall onto a shock target which may have an “ablator” layer, 

consisting of a low Z material such as CH [30]. In this way, shocks of over 20 Mbar have 

been generated [31]. In such experiments care has to be taken to ensure that harder x-rays 

do not penetrate and pre-heat the sample. For example, when using Au as the x-ray sources, 

the M-band radiation is broadly in the 2-4 keV photon energy range and conversion efficiency 

to M-band from laser energy can easily be a couple of percent [28,29]. A low Z ablator may 

need to be of order 100μm to avoid significant pre-heating of the shocked sample. A key 

advantage of this method is that nonuniformities in the optical laser profile can be smoothed 

out by conversion to x-rays and a more uniform shock can be generated. In addition to this, 

electron pre-heating is mitigated as faster electrons created in the optical laser-plasma 

interaction may not escape the x-ray generation target. 
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Figure 12.4 Schematic of a hohlraum target used to create an intense quasi black-body 
radiation field. Peak radiation is typically about 0.5keV which has an attenuation length of 
order 1 micron in CH. 

Flyer plates 

An alternative method for shock production is to use an accelerated foil as a ‘flyer plate’. For 

laser facilities, this flyer plate can be either directly illuminated with a laser beam or indirectly 

driven with an intense x-ray source. An example of the latter is [32] in which 25kJ of laser 

light in 1ns drive was focused into a gold hohlraum to create an intense x-ray drive in a that 

was incident on a foil consisting of a 50 μτη polystyrene ablator on a 3 μτη Au flyer plate. 

Collision with a further stepped Au foil generated a shock of Gbar (100TPa) pressure. The 

pressure was inferred from the speed of the shock measured by observing the optical 

emission from the rear of the Au steps as the shock emerged from the rear. Such experiments 

have the advantage of potentially removing radiative and electron pre heating but are 

susceptible to hydrodynamic instability as the flyer is accelerated and this issue along with 

any non-uniformity in irradiation can lead to a non-flat impact and thus non-uniform shock 

drive. 

 

12.3 Volumetric heating 

X-ray heating 

As indicated above, the conversion of laser light to sub-keV x-ray and XUV radiation can be 

very efficient, reaching 10s of percent for high Z elements. For volumetric heating we are 

generally more interested in the harder (>1keV) X-ray regime as the photons can penetrate 

a sample and deposit energy uniformly, for example the M-band of Au [33]. Naturally, good 

uniformity requires a photon absorption length somewhat greater than the sample dimension 

and this also implies a low efficiency, thus a high available energy is desirable. For mid- Z 

materials we can create L-shell spectra in the few keV range with several percent conversion 

of laser light to x-rays [34,35]. An example spectrum for Pd is shown in figure 12.5. 
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Figure 12.5 Experimental L-shell emission spectrum from a 50nm Pd foil irradiated with 
527nm wavelength laser beams with 200ps FWHM duration. Intensity on target was 
~1015Wcm-2 and conversion to L-shell X-rays was estimated at 4%. Similar data can be seen 
in [35]. 
 

An example of the use of volumetric heating with L-shell radiation can be seen in the work 

of Glenzer et al [36] who demonstrated X-ray Thomson scattering (discussed below) using a 

sub-millimetre scale Be target heated by L-shell x-rays in the 2.7-3.4 keV range from a Rh 

shell around the sample. They were able to achieve relatively uniform electron density of over 

3x1023 cm-3 at a temperature of 53eV. The ion-ion coupling parameter is of order unity. 

Furthermore, the Fermi energy of the electrons should be 15eV and thus EF/kT ~0.3, 

illustrating both strong coupling and partial degeneracy; two of the key features of WDM. 

More recently, Kettle et al [37] have used volumetric x-ray heating using Pd L-shell emission 

to heat Al to WDM conditions of ~1eV and solid density in order to probe free-free opacity in 

the XUV radiation. The foils in this case were sub-micron in thickness and thus with a sound 

speed of ~ 6000 ms-1 the decompression time was of order 30-50ps meaning that rapid 

heating (<50ps rise time) and fast probing with sub-ps high harmonic radiation was required. 

In this case, the ion-ion coupling achieved was of order Γ-50-80 with EF/kT ~0.1-0.15. A 

further important consideration in this type of experiment is the effect of softer x-rays. If these 

have a very short absorption length in the solid target then they can result in non-uniform 

heating as only the outer layers absorb energy. A filter layer, typically a material such as CH 

is employed as it is relatively transparent to the desired keV heating x-rays whilst reducing 

the softer x-rays significantly. We are not dealing specifically with x- ray free-electron lasers 
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in this paper, but it is worth noting that a key advantage of such facilities is that they produce 

an intense beam tunable to over 10keV that can be used for uniform volumetric heating [e.g. 

38], without an unwanted softer x-ray component. 

Proton and fast electron heating 

The use of intense short pulse lasers (picosecond and below) to create beams of accelerated 

protons by mechanisms such as the target-normal-sheath-acceleration (TNSA) mechanism 

has been well documented for over a decade now [39]. Proton energies up to 10s of MeV 

have been routinely achieved. Conversion efficiencies of up to 10% with proton energies in 

excess of 85 MeV have been reported [40]. The beams typically have some divergence of 

about a radian and so schemes have been proposed to focus these for warm dense matter 

creation [41]. 

A key experimental feature is that there is a spectrum of protons (see example in figure 

6). If we consider protons from 5-10 MeV in the heating beam as playing the significant role 

in heating, then we can readily calculate that even at only 1mm from the target the temporal 

dispersion will be approximately 10ps. If we consider both the issue of divergence and time 

of flight, then it is evident that, for now, experiments using these beams to create warm dense 

matter require a small (mm scale) offset between the intense laser-plasma used to create the 

beam and the warm dense matter sample. Focusing of the proton beam has been attempted. 

For example, a hemispherical target has been used, such as described in Patel et al [41] to 

create a WDM sample at 20eV and solid density. This is well into the WDM regime. However, 

the sub-mm proximity of the intense laser plasma interaction at >1018 Wcm-2 complicates 

probing of the sample and it is only from the optical emission from the sample surface that 

the temperature is diagnosed. 
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Figure 12.6 Experimental proton spectrum from the TARANIS laser facility. The 1.053 μm 

wavelength laser pulse was 7.5J energy, 1ps duration focused to about 10 μτη focal spot 

onto a 10 μτη thick Au foil. The solid line is a fit to an exponential showing an effective 

temperature of ~2.2MeV. The latest work in this area has achieved proton energies in excess 

of 85 MeV [40] 

 

The TNSA mechanism relies on the generation of supra-thermal electrons. The efficiency 

of conversion into such fast electrons can be 10s of percent with temperatures according to 

the scaling of Beg et al [42] given by 

 
(12.6) 

The range of such electrons in solids can be 100s of microns. As discussed by Bell et al, 

[43] the current generated by fast electrons alone would exceed the Alfven limit and a 

balancing return current of electrons at lower energy is present. The return current electrons 

are more collisional and resistive heating of the sample can occur. This process has been 

used to create warm dense matter, e.g. [44] at temperatures of 10s eV and solid density, 

leading to ion-ion coupling parameters of >1 and partial degeneracy. Even more than the 

proton heating discussed above, a potential limitation of this technique is that the warm dense 

matter is necessarily in close proximity to a very high temperature non-uniform plasma 

created by the intense laser interaction and this can create problems with hard x-ray 

background in diagnostics as well as electromagnetic pulse interference with electronics, 

which is a known problem with intense laser-plasma experiments. 
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12.4 Diagnostics 

Emission spectroscopy is often of limited value in WDM research as the high density and low 

temperature will combine to make the sample opaque to the wavelengths we would expect 

from thermally excited emission and so we generally only observe surface emission. We will 

discuss, below, how this can be used in some diagnostics. There are some exceptions to this 

case where non-thermally stimulated emission can originate from within the bulk of a sample 

and analysis can tell us something about density and temperature as well as ionization. First, 

we discuss some other key diagnostic methods. 

X-ray scattering 

X-ray scattering from dense plasmas and WDM has been developed experimentally over the 

past 20 years [e.g. 36, 45-50] and now sophisticated experiments and analysis can be applied 

to explore key questions in warm dense matter theory. The basic formulation can be 

expressed in the following equation 

 
(12.7) 

We can see that there are three contributions to the scattering which are scaled by h(k) 

which is the Thomson scattering cross section as a function of angle, or expressed in this 

case as a function of scatter wave-vector k. For laser-plasmas, the source is generally 

unpolarised so this scaling is slightly different than for a polarised source such as an x-ray 

free electron laser. The first term inside the square bracket is quasi-elastic scattering from 

bound electrons. The second is bound-free Compton scatter whereby the scattering photon 

imparts sufficient momentum to a bound electron to cause ionisation. Finally, we have the 

free-electron scattering. These contributions have been reviewed in detail elsewhere [48,50]. 

For the first termf(k) is the ionic form factor and q(k) accounts for correlation between free 

electrons and ions. The term, Su (k, ω) is the ion-ion form factor and is connected to the 

microscopic arrangement of the ions through the pair correlation function g(r). This term is, 

in principle, dynamic and has a frequency dependence due to motion of the ions. However, 

most experiments cannot resolve this and we generally expect to measure the related 

quantity Sa(k) = j Sa(k,M)dM. In figure 13.7a, we see a scatter cross section as a function 

of angle for shock compressed Fe, taken with the LCLS x-ray laser operating at 7keV photon 

energy. The scattering has been fitted using a hyper-netted chain approach [see e.g. 51] that 

uses a screened Coulombic potential between the ions supplemented by a short range 

repulsive term that accounts for the interaction between the shells of bound electrons. An 

important role of such measurements is that it can connect the microscopic structure of the 
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WDM sample to bulk properties such as the thermal and electrical conductivity as well as 

compressibility and internal energy. For example [52] the resistivity of a plasma can be 

expressed as 

 
(12.8) 

As we can see, the ion-ion structure factor and thus the pair correlation function g(r) for 

the sample has a key role. 

 

Figure 12.7 (a) Elastic scatter data as a function of angle for a shock compressed Fe 
target. The probe photon energy was 7keV. The black curve is a fit using a simple screened 
Coulombic potential whilst the green dashed curve is a fit that uses a short range repulsive 
term of form a/r4 that accounts for the repulsion between shells of bound electrons. The fit 
conditions are density of 11.1gcm-3 and T=1.5eV. (b) Schematic of the expected spectrum 
from X-ray Thomson scattering. The plasmon ratio can be linked directly to temperature 
and the spectral position of the peaks to the electron density. The strength of the elastic 
peak will depend on the number of bound electrons and so we can see that this is a very 
powerful diagnostic that can link ionisation state, electron density and temperature.  

 

The second term is the bound-free Compton scatter term [53] and is present when 

Compton scatter of a photon from a bound electron imparts sufficient recoil energy to an 

electron to ionise it. The scattered x-ray energies are not simply dependent on the scatter 

angle as in the usual Compton scatter from free electrons at rest but show a spectrum that 

depends on the orbital and the ionisation energy [53]. The final term is the free-electron 

Thomson scatter. As with optical Thomson scatter this can occur in either the collective or 

non-collective modes. We see in figure 7b a schematic of the collective mode where we see 

plasmon features either side of the central peak due to elastic scatter. We note that there is 

an asymmetry in peak intensity governed by the principle of detailed balance such that there 

is a ratio of 
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(12.9) 

This asymmetry is typically not noticeable in optical Thomson scatter as the exponential 

term is very close to unity. In WDM this is a possible temperature diagnostic that does not 

depend on the damping of the plasmons or detailed understanding of the plasmon 

dispersion. Examples of such data can be found in [54,55]. 

K-edge and XANES measurements 

Since WDM samples are often transparent to X-rays, a key diagnostic is absorption 

spectroscopy. The existence of edges in the absorption spectra of materials is, of course, 

well known since the advent of X-ray physics. A key feature for WDM research is that the 

position of the K-edge, corresponding to the binding of the K-shell electrons, is not fixed but 

depends on conditions of density and temperature. This dependence arises in simple terms 

from three factors. The first is continuum lowering or ionisation potential depression (IPD) 

[e.g. 56] through which the energy levels of bound electrons are raised by interaction with 

the ambient plasma electric micro-field. This tends to shift the edge position to lower energy. 

The second term is the shift due to ionisation as a result of the elevated temperature and 

compression of WDM. This tends to move the edge back to higher energy. Finally, there is 

the change in degeneracy. Pauli blocking causes the effective edge position to be at a higher 

energy than would otherwise be the case, this term can shift to either higher or lower energy 

depending on the temperature and density reached. In the first experimental work using this 

diagnostic for WDM, Bradley et al [57] estimated a shift of -3.7eV for a KCl sample that was 

estimated to be at 6.2gcm-3 and 19eV. This, however, was predicted to be comprised of a 

continuum lowering of -45.2eV, an ionisation shift of +47.6eV and a change due to 

degeneracy of -6.2eV. This illustrates a challenge of this diagnostic in that a small net shift 

is seen and relatively small changes in theory of IPD or estimates of the ionisation can have 

a large proportional effect on the final result. This issue of IPD is currently a field of renewed 

interest since recent experimental data from X-ray laser facilities and large laser facilities 

disagree on which model is appropriate [see 58 and references within]. 

A more detailed analysis of the edge that looks at oscillations in absorption close to the 

edge as well as the position can be carried out. These techniques are called EXAFS 

(extended x-ray absorption fine structure) or XANES (x-ray absorption near edge structure) 

depending on how far from the edge we are working. The oscillations in absorption coefficient 

near an edge are caused by quantum mechanical interference. As an electron is ionised in 

the absorption process, the wave-function of the free state can scatter off nearby ions or 
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atoms and cause oscillations in the final state amplitude that leads to structure in the 

absorption spectrum. This structure in turn is linked to the microscopic arrangement of the 

ions. The EXAFS technique has been used in shock compressed samples [59] to look at a 

region relatively far (~100eV) from the edge. The density can be deduced from the position 

of the ion-ion correlation peaks and the temperature will have an effect on the depth of the 

oscillations, which will smooth out at high temperature. The XANES technique typically looks 

closer to the edge. The ejected electron has lower energy and multiple scattering from 

nearby atoms is important. This technique, like EXAFS, is well known in solid state physics 

but has also been applied to warm dense matter [e.g. 60].  

 
Figure 12.8 This data shows a comparison of the transmission spectrum for a cold 
chlorinated plastic target and a shock compressed target. A bismuth back-lighter source 
was used. We can see that there is good reproducibility in the spectral features of the Bi 
and there is a clear shift and broadening of the edge. The raw data on the left shows how 
the small size of the source was used to project through the target with spatial resolution, 
allowing comparison of the cold and compressed regions directly on each shot. The spatial 
scale refers to distance across the target sample. 

 

An important experimental detail for any of the absorption techniques is the need for a 

smooth backlight spectrum. This is needed to see the fine structure easily. Typically, a higher 

Z target is used where arrays of unresolved transitions form bands of emission, commonly 

the M-band of transition between the n=4 to n=3 levels is used. Figure 13.8 shows an 

example where Bi has been used to form a K-edge in a shock compressed chlorinated plastic 

target. In [59] a uranium back-lighter was used as it produces a very smooth N-band 

spectrum in the required range around the Al K-edge. 

 

Optical pyrometry measurements 

As can be seen from the shock Hugoniot curves in figure 13.1, when a Mbar (100GPa) shock 

is used to compress a sample, temperatures of well over 1000K can be generated. This leads 

to significant emission in the optical regime, which can be viewed through a transparent 
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sample but also as the shock exits the rear of an opaque sample. This has been used [e.g. 

32] to measure shock speeds, in particular by use of stepped target with a known step height.  

In addition to the shock break-out time, the optical emission has been used to estimate 

the temperature. In a transparent medium such as quartz or glass, the emission can be 

measured before the shock has broken out. In these cases, care has to be taken to 

understand the optical transmission of the material ahead of the shock. At the high density 

of the compressed sample, the emission is generally almost black-body in nature and can 

be used to either measure an emission temperature, from the time resolved absolute level 

of emission [61] or a spectral temperature by fitting to a grey-body curve. This technique is 

usually called streaked optical pyrometry (SOP). A detailed discussion of the system 

implemented at the Omega laser facility is found in [61]. 

For non-transparent targets there are two options. One is to simply measure the emission 

as the shock exits the target. This means that there is rapid decompression of the sample as 

the release wave moves back into the target. The alternative is to use a transparent window. 

This means that the sample remains at high density as the shock is transmitted into the 

window material and partially reflected back into the sample. Window materials such as LiF 

have been shown to remain transparent at 250GPa. The quality of the interface and thermal 

conduction into the window are also key parameters to be considered. As with transparent 

targets, the optical transmission of the window as it is compressed also needs to be 

understood to correctly interpret the data. An alternative is to use a timing fiducial laser on 

an optical streak camera and compare this to the onset of rear surface emission as was done 

in [32]. For cases where the optical emission from the rear may be weak, we can consider 

VISAR as discussed in the next section. 
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Figure 12.9 (a) Schematic of the interferometer at the heart of a VISAR system (b) 
Example of VISAR data showing break-out from a laser-shocked Al foil. The focal spot 
size was 100 μτη and we can see the delayed break-out of the shock outside this central 
zone. The fringes disappear as the shock break out and the surface forms a highly 
absorbing plasma. (c) Data taken for shock break-out experiment on the Omega laser 
facility, with a complex layered target consisting of a CH ablator coated onto a quartz 
pusher with an aerogel foam target on top of that followed by a LiF window [63]. The details 
of the experiment can be found in [63] and references therein. Image courtesy of K Falk 
and colleagues. 
VISAR 

An important shock diagnostic commonly run alongside SOP is VISAR, [e.g. 62,63 and 

references within] which is an interferometric technique that uses a probe laser to monitor 

the motion of a surface, such as the rear of the target when a shock breaks out. Details of a 

design can be found in [62]. The basics are that a beam reflected from the target rear surface 

is collected and directed into an interferometer. By placing an etalon in one arm of the 

interferometer but adjusting the path, so that the effective optical path before recombination 

is the same, then an interference pattern can be formed without stringent coherence 

requirements that would necessitate a mirror like target and yet the arms sample the reflected 

surface at different times. The interference pattern is imaged onto the cathode of an optical 

streak camera, giving spatial resolution across a line on the target surface as well as temporal 

resolution. If the target remains stationary, then so do the fringes created. However, once 

the rear side accelerates, there is a shift in the fringes. If the surface velocity becomes steady, 

there is no further shift in fringes. Analysis of the fringe shift can be used to extract the velocity 

history of the surface [62]. It is common to employ two systems with different fringe 
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sensitivities (different etalon thicknesses) so that if shifts greater than a single fringe width 

occurs, then a unique solution can be found by comparing the two systems. In figure 9(b) we 

see what happens when a shock breaks out from the rear of a simple opaque target. The 

rear surface rapidly decompresses as a low density plasma/vapor that strongly absorbs the 

probe and the fringes disappear. For targets with windows and transparent materials we can 

get more complex data as in figure 9(c) which comes from an experiment in which a shock 

is driven through a low density aerogel foam. The laser is first incident on a CH ablator layer 

which is coated onto a quartz pusher. The aerogel is on top of the quartz and this is covered 

with a LiF window. In the data we can observe several features showing fringe shifts that 

occur at interfaces where the shock impedance is changing. More details of the experiment 

can be found in [63]. 

Emission spectroscopy 

Although we have stated above that emission spectroscopy is of limited value, there are 

occasions when it can be used. For example, we have discussed the fact that fast electron 

heating can be used to create bulk heating of a solid due to the return current. During this 

process, the fast electrons can collisionally ionize the inner-shell electrons of the sample. 

The subsequent K-α emission will come from a range of ionization states depending on the 

temperature in the sample [44]. We should also acknowledge that, by its nature, this 

diagnostic is time integrating as the K-α emission will occur as soon as the fast electrons 

penetrate the sample. The K-α lines from adjacent ionization stages are close in energy and 

high resolution spectroscopy with E/AE >2000 is desirable. In addition, since we are at high 

density and Stark broadening may broaden the lines into each other, detailed modelling [44] 

capability is used to extract the information on plasma conditions.  

We see, in figure 13.10, an example from a Ti sample. The foil is irradiated at >1018 Wcm-

2 and subsequent analysis [64] suggested fast electrons generated via a resonance 

absorption process with temperatures of order 50-100keV. Analysis of the K-α spectrum 

created by the fast electrons suggested an ionisation spread consistent with a background 

temperature of up to 20eV. Even with spatially and spectrally resolving crystals, the small 

size of the plasma created makes it difficult to separate out contributions from regions under 

different conditions. In this case, the spectrum was best fitted by assuming emission coming 

also from a cold portion of the foil. 
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Figure 12.10 Ti K-α spectrum from a target irradiated with a sub-picosecond 1.053μ^. 
wavelength pulse at >1018 Wcm-2. Similar data can be found in [61]. The fit curves are from 
the SCRAM code [see 44] for different assumed background temperatures. A mixture of 
regions at different temperatures must contribute to the final spectrum to get the correct ratio 
of the K-α doublet and the shorter wavelength contribution. 

 

As a final example, we can note that, in a recent experiment, fast electrons and shock 

compression were combined to investigate the issue of ionisation potential depression [65]. 

Laser driven shock compression with nanosecond pulses was used to create a high density 

sample at a few electron volts temperature. In order to stimulate x-ray emission that would 

originate from the bulk of the sample, an intense short pulse beam was used to create fast 

electron population that heated the sample to over 500eV leading to x-ray emission from He-

like Al ions. Stark broadening of these lines was used to infer the density and this could be 

compared to the series cut-off due to the ionisation potential depression. 

 

Summary 

In this chapter are discussed several methods of creating warm dense matter with intense 

lasers, from picosecond to nanosecond duration and are outlined several of the common 

diagnostic methods for warm dense matter. Some key factors are the uniformity and lifetime 

of the sample as well as the accessibility to probing. A much wider ranging discussion, in 

addition to more extensive referencing, would take in the creation of warm dense matter with 

explosives, Z-pinches, large ion-beam facilities and the relatively new x-ray free electron 

facilities. 
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13. Fast electron beam transport: theory and bibliographic 

overview   

This textbook provides a physical description of the relevant phenomena occurring in intense 

laser-plasma interactions (LPI) with over-dense matter, with focus on the generation of fast-

electrons and their beamed propagation through matter. It allows the non-specialist to have 

an overview of the subject as part of a first course on relativistic LPI. 

We provide here the basic equations illustrating the experimental findings that will be 

presented in the lectures. Some back-of-the-envelope calculations allow to predict the typical 

orders of magnitude for different physical quantities of interest. For those, it has been 

assumed an LPI regime widely accessible in nowadays experiments. When needed, mostly 

for results consolidated rather empirically, a bibliographic account complements the 

description. 

Besides the inspiration from the works and results cited thoroughly, I would like to also 

point out the value of textbooks by Patrick Mora [66], Vladimir Tikhonchuk [97], Paul Gibbon 

[38] and the review article by A.P.L. Robinson et al.: [81] published in a special topic number 

of Nuclear Fusion magazine.  

The lectures will describe a systematic experiment-driven investigation of how intense 

currents of fast electrons are generated by high-intensity laser interactions and subsequently 

propagate and transport energy into over-dense matter – that is of density higher than the 

critical density for the laser propagation. We will then particularly focus on different 

approaches to control that propagation in order to obtain the higher energy-density flux that 

can be produced at the laboratory scale. 

 

13.1 Introduction: Matter at extreme conditions driven by intense electron 

currents 

The research topic is part of a broader discipline which is the study of plasmas at high-

energy-density (HED), meaning energy-densities > 0.1MJ=cm3. This corresponds to 

pressures > 1 Mbar, exceeding the bulk modulus of practically every material, therefore 

leading to strong changes in matter properties and phase changes [32]. Such states appear 

naturally in the interior of giant planets and in the core of earth-like planets, in compact stars 

such as brown and white dwarfs, as well as in supernova explosions and gamma ray bursts. 

Thanks to the rapid development in laser technology over the past half-century, HED matter 

is nowadays ubiquitous at the laboratory scale in laser-matter interactions related to inertial 

confinement fusion and to laser-driven secondary sources of radiation and particles. HED 

states of matter can indeed be reached by laser-matter interactions with high-energy or high-
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intensity lasers. In the first case, shock propagation into target depth develops at a 

nanosecond time scale. In the second case, to which is concerned this textbook and our 

lectures, energy deposition by fast particle beams produces a rapid, isochoric heating at the 

target depths. 

When the laser intensity is higher than 1018 W/cm2, the quiver motion of electrons in the 

laser field is relativistic and the laser energy coupling to the plasma created in the focal spot 

area, in particular to the electrons (more mobile), is very rapid and efficient. For such intense 

laser-matter interactions at the critical density surface of dense targets, the total energy 

transmitted as a fast electron beam (FEB) into the target depth can amount to between 20% 

and 40% of the incident laser energy. We are here concerned with the understanding, the 

control and optimization of such energy vector. The capability of delivering energy into matter 

depths unreachable by laser light or other kinds of collimated electromagnetic radiation has, 

for the last decades, animated a broad scientific interest towards progress in the production 

of laser-driven intense sources of energetic particles and radiation [59], in driving matter to 

extreme temperatures creating state regimes relevant for planetary or stellar science [42], 

as well as, a major motivation within the HED-matter scientific community, in achieving high-

gain laser-driven controlled thermonuclear fusion [96, 5, 71, 81, 91]. 
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13.1.1 Fast ignition in laser-driven thermonuclear fusion for energy 
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14.  Laser-driven ion acceleration 

14.1 Introduction 

The first experiments reporting laser acceleration of protons with beam-like properties and 

multi-MeV energies were reported in 2000 [1-3]. Experiments since then have demonstrated, 

over a wide range of laser and target parameters, the generation of multi-MeV proton and ion 

beams with unique properties such as ultrashort burst emission, high brilliance, and low 

emittance, which have in turn stimulated ideas for a range of innovative applications. While 

most of this work has been based on sheath acceleration processes [3-5], a number of novel 

mechanisms have been at the centre of recent theoretical and experimental activities. This 

chapter provides an overview of the main acceleration mechanisms and the underlying 

physical principle, as well as a brief review of the state of the art and recent developments in 

the field. More extensive surveys are provided in [6-8]. 

14.2 Sheath acceleration 

This is the acceleration mechanism active in most experiments carried out so far, and it was 

proposed [4] as an interpretative framework of the multi-MeV proton observations reported in 

[2], obtained on the NOVA Petawatt laser at LLNL (the name Target Normal Sheath 

Acceleration, TNSA, is generally used).  

Acceleration through this mechanism employs thin foils (typically from a few µm to tens of µm 

thickness), which are irradiated by an intense laser pulse. In the intensity regime of relevance 

(as a guideline, I02 > 1018 W/cm2), the laser pulse can couple efficiently energy into relativistic 

electrons, mainly through ponderomotive processes (e.g. JxB mechanism [9]). The average 

energy of the electrons is typically of MeV order, e.g. their collisional range is much larger than 

the foil thickness, so that they can propagate to the rear of the target, and drive the 

acceleration of ions from surface layers via the space–charge field established as they try to 

move away from the target.  While a limited number of energetic electrons will effectively leave 

the target, most of the hot electrons will be backheld within the target volume by the space 

charge and will form a sheath extending by approximately a Debye length λD from the initially 

unperturbed rear surface.  According to the model developed in [2], the initial accelerating field 

will be given by     

𝐸(0) =
𝐾𝑇ℎ

𝑒𝜆𝐷
= √

𝑛ℎ𝐾𝑇ℎ

𝑒𝜆𝐷
       

 

 

(14.1) 

where nh and Th are density and temperature of the hot electrons, which for typical values at 

I02~ 1019 W/cm2, i.e. λD ~ 1 µm and Th ~ 1 MeV, gives field amplitudes of order TV/m.  Under 
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the right combination of target thickness and pulse duration, the hot electrons recirculate 

through the target during the ion acceleration process, which can lead to an enhancement of 

the ion energy [10]. TNSA from the front surface has normally reduced efficiency due to the 

presence of a preplasma, although symmetric acceleration from front and rear has indeed 

been observed in ultra-high contrast interactions with moderate intensity ultrashort pulses, 

where front preplasma formation is effectively suppressed [11]. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 14.1 Schematics of sequential stages of Target Normal Sheath Acceleration. 
 

While TNSA can in principle accelerate any ion species present in surface layers, in most 

experimental setting, this results in preferential acceleration of light ions (protons, Carbon and 

Oxygen ions) from contaminant layers rather than ions from the target bulk. Protons, with the 

highest charge to mass ratio, are therefore the dominant component of TNSA ion beams, 

unless the target is suitably treated prior to the laser irradiation to remove the contaminants 

[12]. 

According to (1) the field can be large enough to accelerate ions to multi-MeV energies, which 

have indeed been observed in a very large number of experiments.  The energy spectra of 

the ion beams observed are broadband, typically with an exponential profile, up to a high 

energy cut-off, which is the quantity normally used to compare different experiments and 

determine experimental scaling laws for the acceleration process. The highest TNSA energies 

reported are of the order of 85 MeV, obtained with large PW systems, and available data (e.g. 

see fig. 15.2) generally shows that, at equal intensities, longer pulses (of ~ps duration) 

containing more energy generally accelerate ions more efficiently than 10s of fs pulses. Using 

state of the art fs systems has however recently allowed increasing the energies of accelerated 

protons up to a reported 40 MeV [13], obtained with only a few J of laser energy on target. 
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Figure 14.2 Survey of TNSA cut-off energies measured in experiments, plotted vs irradiance 
and labelled according to pulse duration. For references for the specific data points, see [6] 
and [13]. Points labelled J-Karen, DRACO and Trident refer respectively to [13], [16], [17]. The 
point labelled PHELIX refers to the work reported in [18]. 

 

The properties of the beams accelerated via TNSA are quite different from those of 

conventional RF beams, to which they are superior under several aspects. The beams are 

characterized by ultralow transverse emittance (as low as 0.004 mm-mrad, according to the 

estimate given in [14]), and by ultrashort (~ps) duration at the source.  The beams are bright, 

with 1011-1013 protons per shot with energies > MeV, corresponding to currents in the kA range 

if co-moving electrons are removed. However, the number of protons at the high-energy end 

of the spectrum (i.e. the energies plotted in fig.1) can be as low as 107-108 particles/MeV/sr, 

(e.g. see [15] for a discussion related to recently published data) - with a  divergence of a few 

degrees this gives ~ 106 -107 particles/MeV. Drawbacks, as compared with conventional 

accelerator beams, are the larger divergence (up to 10s of degrees, and energy dependent) 

and, as mentioned earlier, the broad spectrum.  
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14.3 TNSA scaling and optimization 

Increasing the laser intensity on target should generally lead to an increase of the cut-off 

energies of TNSA spectra, as shown in fig. 15.2. However there is still debate on what is the 

most appropriate scaling for ion energies as a function of irradiance, and is also clear that, in 

addition to the role of pulse energy highlighted in fig.15.1, several secondary factors (e.g., 

such as prepulse energy and duration, target thickness) also affect the maximum energy 

measurable. Parametric investigations of the dependence of Emax on laser pulse irradiance, 

duration, energy and fluence have been reported (e.g. [16-17, 19-20]). Two main classes of 

approaches have been developed to describe analytically the TNSA process with the aim of 

matching current results and predict performance at higher intensities. A first approach 

considers ions and hot electrons as an expanding plasma, described with fluid models [4,5,21] 

as an extension of the classical case of a plasma expanding into vacuum, driven by the 

ambipolar electric field generated in a narrow layer at the front of the plasma cloud. Simplest 

models are isothermal, and require that the acceleration time is artificially constrained [19-20], 

while more realistic adiabatic models, accounting for the finite energy of the hot electrons, 

have also been developed [21]. 

A different class of models assumes that the most energetic ions are accelerated as test 

particles in a static sheath field, unperturbed by their acceleration. These static models rely 

on an accurate description of the sheath field based on realistic assumptions on the fast 

electron distributions. For example, in [22], a spatial truncation of the electric potential in the 

sheath is introduced, and used to develop a model for the maximum ion energy as a function 

of the relevant laser parameters (energy and intensity). Scalings for the ion energy based on 

this model appear to match a large fraction of experimental results so far [23], and can be 

used as a predictive tool for future performance. Taking 200 MeV H+ energy as a benchmark, 

predictions of the intensity requirement for reaching this cut-off value based on the two 

different approaches discussed above give intensities of mid 1021 W/cm2 for ~ps pulses [22], 

and ~1022 W/cm2 for 10s of fs pulses [23]. 

Experimentally, several approaches have been developed to improve TNSA efficiency by 

acting on the characteristics of the hot electron population driving the acceleration through 

modifications of the target design [8]. According to (1) the accelerating field can be modified 

either by increasing the electron density or the temperature. The use of the so-called mass 

limited targets, aims to reduce the transverse size of the accelerating foils and concentrating 

the electrons in a smaller volume so that the density is increased during the acceleration 

process. This approach was first demonstrated in [24] where reduction of the foil down to 

20µm x 20µm resulted in a 3-fold protons energy increase with respect to a large mm-size foil, 

jointly to a sizeable increase in conversion efficiency. A further class of experiments aims to 
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optimize laser energy absorption into hot electrons by structuring the target: an example of 

this approach is reported in [25], where foils coated with microsphere (diameter ~ d/2) on the 

irradiated surface showed, compared to uncoated foils, a clear improvement in the energy cut-

off of the spectrum of the accelerated protons.  

Targets with special microstructuring and/or shaping of the rear side have been also used for 

spectral and spatial manipulation of the proton beam. For example, target shaping to 

manipulate field configuration has been used for beam focusing (e.g., see [26-27]) and the 

highly transient nature of the TNSA field has been used for dynamic focusing with chromatic 

capability using a two-beam configuration [28]. 

A recently proposed approach employs what is a by-product of intense laser-target 

interactions (i.e. the generation of large amplitude electromagnetic pulses, EMP, through a 

process akin to ultrafast electric dipole emission), to control the properties of TNSA-

accelerated ions. This is done by attaching a coiled metallic wire behind the target, and 

synchronizing the propagation of TNSA protons with a given energy with the EMP propagating 

along the coil. The strong electric field associated to the EMP can act on the protons by 

constraining their divergence but also by re-accelerating the protons. In proof-of-principle 

experiments, doubling of the energies of TNSA protons has been achieved through this 

process, jointly to the production of a highly collimated, narrow band proton beamlet. [29] 

For a review of other approaches, including the use of foam layers, controlled pre-plasmas, or 

double pulses, see [8]. 

While experimental activity has focused until recently on the study of TNSA beams, other 

mechanisms have recently attracted a significant amount of theoretical and experimental 

attention, and some of these mechanisms are briefly discussed in the following sections. We 

refer the reader to [8] for a more thorough discussion. Please note that, although conceptually 

different, these mechanisms can coexist during an interaction, and in many experimental 

settings (particularly when employing ultrathin foils), ion acceleration will proceed through 

hybrid processes combining elements of different acceleration mechanisms, including TNSA.  

 
14.4 Radiation Pressure Acceleration 
 
It is well known, already from Maxwell’s e.m. theory, that electromagnetic (EM) waves carry 

momentum, and this momentum may be delivered to a non-transparent (either absorbing or 

reflecting) medium irradiated by the EM wave.  

In a classical approach, the momentum p carried by the wave per unit volume is given by 

p=w/c, where 𝑤 is the e.m. energy density and c the speed of light. If the light strikes a surface 

A, it will apply a force to the surface, which is equal and opposite to the rate of change of the 
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momentum of the wave. 

If the light is completely absorbed by the surface, the momentum change per unit time is given 

by the e.m. momentum contained within a volume cA, the force applied to the surface is F= 

pcA, and the pressure is 𝑃𝑟𝑎𝑑 =F/A = w = I/c, where I is the intensity of light. 

In case of light being fully reflected from the surface, the change of momentum is double than 

in the total absorption case, as the momentum of the light is reversed after reflection, and the 

force applied to the surface would therefore be F=2pcA from which  𝑃𝑟𝑎𝑑 = 2𝐼/𝑐.   

In a general case, the radiation pressure P is given by 

𝑃𝑟𝑎𝑑 = (1 + 𝑅𝐶 − 𝑇𝐶)
𝐼

𝑐
= (2𝑅𝐶 + 𝐴𝐶)

𝐼

𝑐
 

 

where Rc, TC,  AC are the reflection and  transmission and absorption coefficients (for example 

𝑅𝐶 = 𝐼𝑟𝑒𝑓/I ). For an intense laser pulse, such pressure can be enormous: for example for 

I=1020 Wcm-2 (as achievable nowadays with state of the art lasers), the pressure 2I/c is of the 

order of 60 Gbar. Such pressure can strongly alter the dynamics of laser-plasma interaction, 

and can be used to accelerate and propel forward particles in the plasma.  

 
14.4.1 Hole boring 

If an intense laser pulse irradiates a dense plasma, the Radiation Pressure is coupled to the 

electrons via the ponderomotive force  

𝐹𝑝0
=  −

𝑒2

4𝑚𝑒ω2  ∇𝐸0
2 .  

 Note that the expression above is obtained, for linearly polarized light, as a cycle average of 

the expression:   

𝐹𝑝(𝑡) =  −
𝑒2

2𝑚𝑒ω2
 ∇𝐸0

2𝑐𝑜𝑠2(𝜔𝑡) = −
𝑒2

4𝑚𝑒ω2
 ∇𝐸0

2(1 + 𝑐𝑜𝑠(2𝜔𝑡)) 

 

(e.g. see [30]). The instantaneous ponderomotive force is therefore composed of two terms, 

the steady ponderomotive force 𝐹𝑝0
and a term oscillating at twice the frequency of the 

radiation. This oscillating term is responsible for electron heating through the so-called 

Ponderomotive (or JxB) heating [9]. As we will discuss later heating electrons to high 

temperature is generally detrimental for radiation pressure acceleration. However, if one 

employs circularly polarized light at normal incidence, the oscillating component of the force 

is not present, and 𝐹𝑖(𝑡) = 𝐹𝑝0
. For this reason most theoretical and numerical investigations 

of RPA (as well as some of the experiments) employ circularly polarized pulses. 
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At the surface of the overdense plasma the electrons are 

pushed inward by Fp0, leaving a charge separation layer 

and creating an electrostatic, backholding field that in turn 

acts on the ions and leads to their acceleration. This 

dynamics leads to the process called hole boring [31], i.e. 

a dynamic deformation of the plasma density profile 

which allows the laser to penetrate into the plasma (see 

fig.3). 

During this process the ions are compressed in a front 

which is pushed forward by the ponderomotive force, and 

the name hole boring acceleration is typically used to 

describe the ion dynamics in this process. The recession 

velocity of the plasma surface (i.e. the hole boring velocity 

uHB) can be obtained from momentum balance 

considerations (and assuming the velocity of the ions is 

non relativistic) as [31]: 

𝑢

𝑐
= [

𝑛𝑐𝑟

2𝑛𝑒

𝑍𝑚𝑒

𝑚𝑖

𝐼𝜆2

1.37 1018
]

1
2

 

where ne and ncr are the electron plasma density and the 

critical density respectively.  A more complete, fully 

relativistic derivation of the hole boring velocity leads to a 

more complex dependence (e.g. see [32]), however even 

from this simple, 1D description some interesting features 

emerge:  

1) The energy of the ions in the hole boring front (𝐸𝑖 = 𝑚𝑢2 2⁄ ) is directly proportional to the 

intensity of the laser.  

2) Ei has an inverse proportionality to the plasma density (and consequently to the mass 

density 𝜌~𝑚𝑖𝑛𝑒/𝑍), which suggests that the ion energy obtainable through this process can 

be optimized by choosing plasmas or targets of suitably low density (provided they are not 

transparent to the radiation).   

A more detailed understanding of the dynamics of ion acceleration during hole boring can be 

had from the cartoon provided in fig. 15.4 (see also [33]), which assumes an initial step-density 

profile with ne> ncr. The ponderomotive force of the laser quickly pushes forward the electrons, 

which pile up, and leave behind a layer of non neutralised ions. The charge distribution creates 

an electrostatic field Ex, which accelerate the ions. The ions located between xd and xs 

 

Figure 14.3 – Ion density 

profiles resulting from Particle 

in Cell simulations showing 

how the density is modified by 

the hole boring process.  The 

laser is incident on an 

overdense plasma from the 

left, and propagates into the 

plasma, as the density profile 

is modified. The two images 

are two snapshots taken at 

different times from [34] 
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experience an electrostatic field which decrease with distance, meaning that the ions at the 

back of this layer are accelerated more than those at the front, which results in bunching of 

the ions, ultimately leading to a ion spike at the point where the electric field was initially zero, 

as shown in fig.2(c), and to an average velocity uHB. Simulations [33] indicate that during this 

process, collapse of the electron equilibrium leads to a non-linear phase in which a narrow 

bunch of fast ions can be accelerated at u ~ 2 uHB. 

 

Figure 14.4 – Sketch of electron density ne, ion density ni and longitudinal electric field Ex  at 
sequential stages of the hole boring process during intense irradiation of an overdense plasma 
 

Experimental data on HB acceleration using solid density foils is limited so far, mainly because 

the energies of HB-accelerated ions are low due to the inverse dependence on target density 

and therefore ions from TNSA processes dominate experimental spectra. Most interesting for 

acceleration via this method are media of low density. Recent results which have highlighted 

HB-accelerated ions have been obtained employing CO2 lasers (λ ~ 10 µm). Due to the long 

wavelength, the critical density is reduced by ~100 times with respect to the more broadly 

used solid state lasers (e.g. Nd:YAG or Ti:Sa systems). Therefore, even gas jet targets can 

be overdense for CO2 laser pulses. For example, in an experiment employing CO2 laser 

pulses and a gas jet [34], proton spectra obtained through this method showed a clean 

monoenergetic signal at ~ 1 MeV which was broadly consistent with hole boring acceleration 

in the conditions of the experiment. Although the energy observed so far through HB is 

modest, the dependence on both target density and laser intensity allows designing suitable 

acceleration scenarios for acceleration to 100s MeV/nucleon with next generation laser 

facilities, as suggested in [32, 35]. 

An acceleration scheme related to HB, but conceptually different, is the so-called Shock 

Acceleration, first proposed in [36]. In this scheme, the light pressure applied at the front 

surface of the target, acts as the source of a strong, collisionless electrostatic shock 

propagating towards the bulk of the plasma. Acceleration arises as ions present in the bulk of 

the target are reflected from the shock front to twice the shock velocity, in a similar fashion to 

acceleration scenarios thought to take place in astrophysical contexts.  Results also obtained 
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with a CO2 laser have been explained with this mechanism, namely monoenergetic 

acceleration of protons up to 22 MeV from the interaction with hydrogen gas jets at intensities 

in the 1016-1017 Wcm2 regime [37]. 

 
14.4.2 Light Sail 

Light Sail is the name currently used to define a different regime of Radiation Pressure 

Acceleration where the irradiated target is thin enough that the Hole boring process reaches 

the rear of the target before the end of the laser pulse [8, 38-41]. In such a case, the laser 

pulse is able to further accelerate ions to higher energies since the ions are not screened by 

a background plasma anymore. In an ideal situation, the irradiated region of the target is 

detached and pushed forward under the effect of the intense Radiation Pressure of the laser 

pulse, as sketched in fig.14.5.   

 
 
Figure 14.5 - Schematic representation of Light Sail acceleration. Reflection of light at the 
target surface causes a pressure on the electrons driving hole boring through the target. The 
target is thin enough that the laser keeps driving the irradiated portion of the target after the 
hole boring front has reached its rear. 
 
An estimate of the dependence of the ion energy in this regime from the relevant parameters 

can be obtained from simple considerations. Neglecting absorption, the force applied by the 

Radiation pressure to an area A of the targets is given by   

𝐹 = (1 + 𝑅) 𝐴
𝐼

𝑐
 

The momentum acquired by the initially stationary target will be equal to the product of this 

force by the pulse duration τ, and the mass contained in the irradiated area of the target is 

given by 𝑚𝑖𝑛𝑖𝐴𝑑 = 𝜌𝐴𝑑. Therefore one has that the final velocity acquired by the target will be 

𝑢𝑖 = (1 + 𝑅)
1

𝜌𝑑
 
𝐼

𝑐
𝜏 

which gives the dependence  

𝐸𝑖~ (
𝐼𝜏

𝜌𝑑
)

2

 

e- Z+ 
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A few interesting considerations can be made on the basis of this expression: 

1) The scaling of ion energy with laser intensity is much faster than in HB (and  TNSA), 

which is promising for acceleration to high energy. 

2) Due to the product Iτ, the dependence is on fluence (Energy per area) rather that on 

intensity only. 

3) There is an inverse dependence on the areal density 𝜂 = 𝜌𝑑 rather than on the density 

ρ which points to the advantage of using as thin targets as possible, provided that they 

are not so thin to be transparent to the radiation. An optimum thickness emerges if one 

takes transparency into consideration, as shown in [41] 

 

 
Figure 14.6 – Snapshots of 2D PIC simulations of Light Sail acceleration of protons from a 
thin hydrogen target. The pulse intensity employed in the simulation was circularly polarised 
and had intensity ~ 5 1022 W/cm2. See [40] for further information. 

 
The scheme has been widely investigated via numerical simulations, which, while confirming 

the general features above, have highlighted a complex dynamics, in which charge separation 

between the electron and ions is maintained by the ponderomotive force of the laser as the 

compressed electron ion layer becomes detached from the target. Figure 6 shows the 

implementation of such a scheme in 2D Particle in Cell simulations. The sequential frames 

show ion density plots at different stage of the process, and show how a compressed ion layer 

is detached and pushed forward by the radiation (the laser is still active in the last frame 

shown). The red curve in Fig. 14.7 is an ion energy spectrum from the same simulation, 

characterized by a spectral peak at very high energies (> GeV). A quasi-monoenergetic 

spectrum arises as all ions in the compressed layer share the same acceleration history 

(differently for example from TNSA spectra, which are typically very broad and exhibit an 

exponential decay at the high energy end). 



 
 

P a g e  | 181 

 

Figure 14.7 Energy spectra of protons accelerated by Light Sail in 2D PIC simulations. The 
red curve is from the simulation shown in fig.15.4.  The green profile refers to a case in which 
the acceleration process is unstable (see [40]) 
 

For LS to be effective, it is essential that the radiation pressure is strong enough to overcome 

detrimental effects related to electron heating, such as foil disassembly under the thermal 

pressure of hot electrons, or debunching of the compressed foil, and to dominate over TNSA. 

As discussed before, the use of circularly polarized light can in principle reduce these effects, 

although some electron heating is unavoidable.  Recent work has, however, highlighted hybrid 

RPA-TNSA regimes using linearly polarized pulses, where, under appropriate conditions, RPA 

features dominate the ion spectra [42], and has investigated the more complex dynamics 

associated with RPA of multispecies targets.  

Experiments employing ultrathin foils have recently started to show signatures of RPA 

acceleration processes, namely effective acceleration of bulk species, a strong polarization 

dependence and the emergence of spectral peaks, as well as the observation of fast scaling 

consistent with theoretical predictions (see, e.g., [43-44]).   

Record proton energies (approaching 100 MeV) have been reported this year (2018) in an 

experiment carried out on VULCAN in which an hybrid TNSA-RPA regime was optimized and 

enhanced by relativistic transparency processes (see next section) [45]. 

 

14.5 Relativistic transparency regimes 

Acceleration regimes in which the target becomes relativistically transparent to the laser pulse 

are also of interest, and have been explored in a number of experiments [46-49]. In these 

investigations the target areal density is chosen so that the target is quickly heated by the 

laser pulse, and the density decreases below the relativistically corrected critical density near 

the peak of the pulse. In this regime the interaction leads to volumetric heating of the target 

electrons, and to a consequent enhancement of the field accelerating the ions. In the Break 
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Out Afterburner scenario proposed by the Los Alamos group [50], non-linear processes lead 

to growth of electromagnetic instabilities, which further enhances energy coupling into the 

ions. 

Experimental spectra obtained in this regime are generally broadband, with particle numbers 

decreasing to a high energy plateau and show efficient acceleration of the bulk components 

of the target. The mechanisms of this interaction regime are rather complex, and a number of 

recent investigations have been devoted to the electron and ion dynamics during the 

interaction, as well as their dependence on laser polarization [49, 51]. Under appropriate 

conditions, occurrence of transparency near the peak of the laser pulse can lead to an 

enhancement of the energy of the accelerated ions, as well as to distinctive angular emission 

patterns [45,51]. 
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15. From perfect gas to QDM: applications to planetary physics 

In this lecture, divided in two parts: in the first one, I will present how a plasma, whatever its 

conditions, can be describe theoretically leading to Equation Of State (EOS) calculation. Then in the 

second part, I will show how EOS is important to planet formation and internal structure.  

15.1 Plasma theoretical description leading to Equation Of State (EOS) 

Plasma is very common state of matter in the Universe (ionized partially or completely), where 

particles interact through Coulomb potential. Depending on the strength of the potential and the 

species to which it corresponds (ions or electrons), the plasma can be described by many different 

theories or models. I will show that one can divide the plasmas in several "categories" first where 

particles can be treated as classical or quantumly. Then in each of this categories, particles can be 

either strongly coupled or not. Depending of its temperature and density, the plasma follow different 

models: perfect gas for non-interacting particles, Debye-Hückel for low interaction when classical. 

Thomas-Fermi when temperature is below the Fermi one that depends on density, One Component 

Plasma when the electrons can be considered as a uniform jellium, … More recently ab initio methods 

strongly developed  thanks to the new computing capabilities. Here the ions are considered as classical 

particles moving by following the newton laws, the electron being treated quantumly through 

Schrödinger equation. All these models give plasma properties (equation of state, conductivities, …) 

either of extremely dense plasmas such as white dwarf or diluted one such as interstellar medium. 

15.2 Description of internal structure of planets by Equation Of State (EOS) 

In the second part, I will describe how equation of state is a fundamental property to describe internal 

structure of planets, especially for the giant ones such a Jupiter or Saturne. A quick overview of how 

the internal structure is determined through models (such as hydrostatic one) will be given. Here I will 

emphasis how by calculations and external constrains given by astronomical (telescopes, satellites, 

probes). The question to be answered is then how to generate pressures and temperatures that occur 

inside in planetary interiors. As temperature as quite low in these objects, pure shocks is not the 

solution but a combination of shock and isentropic compression using high energy lasers. Then having 

the required plasma conditions, I will present all possible/necessary diagnostics to infer fundamental 

parameters such as pressure, temperature, mass density, … these are visible such as the VISAR 

(velocity measurement by Doppler effect), x-ray radiograph, Thomson scattering, … finally my lecture 

will show a dedicated application on earth-like planets (from 1 to 10 times earth mass), using 

isentropic compression of iron on the LIL laser (10 kJ, 20 ns ramped pulse). The melting line of iron 

(fundamental property that governs all earth thermodynamics, B field generation) has been inferred 

for objects up to 5 MT .  
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16.3 Exercises 

Question 1 

The DT fuel in ignition phase will have a mass density  ≈ 200 g/cc. As atomic number of the fuel is 

A=2.5, charge Z=1, what is the Fermi energy F 

a) ≈ 50 eV 

b) ≈ 500 eV 

c) ≈ 5 keV 

 

Question 2 

What is the Fermi pressure PF in this case  

a) PF ≈ 0.1 Gbar 

b) PF ≈ 1 Gbar 

c) PF ≈ 10 Gbar 

 

Question 3 

In the solid phase, above 20 Gpa, iron crystal lattice is 

a) bcc 

b) fcc 

c) hcp 

 

Question 4 

What are the plasma conditions at IOB (inner-outer core Boundary) for earth? 

a) P= 240 Gpa, T= 6000 °K 

b) P= 365 Gpa, T= 6000 °K 

c) P= 500 Gpa, T= 8000 °K 
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1.1 A phenomenological approach to laser breakdown 
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1.2 A few important parameters 
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1.3 Work to be done 
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1. DESCRIPTION OF THE 40TW LASER SYSTEM AT CPPL 
 

The Pulsar 40TW laser system at CPPL is a compact femtosecond laser source providing more 

than 1J pulse energy at a 10Hz repetition rate. The pulse length is about 25fs and leads to a 

peak power higher than 40TW. 

 

1.1 Chirped pulse amplification (CPA) 

 The system is a Titanium-Sapphire laser based on the so-called "Chirped Pulse Amplification" 

(CPA) technique. The system amplifies pulses from a Ti:Sapphire Oscillator and consists of a 

booster, a stretcher, a regenerative amplifier, 10 Hz multi-pass amplifiers with respective 

pump lasers, vacuum and air compressors.The CPA technique consists of temporal stretching 

of the ultra short pulse delivered by an oscillator (by a factor of 1000 to 10000), in order to 

safely amplify the pulses in solid state materials. Stretching produces a “chirped” pulse. 

After amplification, the laser pulse is temporally compressed back to duration as close as 

possible to its initial value. After the compression stage, one should obtain in principle a high 

intensity ultra-short pulse free of chirp (see Figure 1-1).  

 

Figure 1.1 Chirped pulse amplification principle 

 

Stretching and compression are usually achieved by means of dispersive systems such 

as gratings or prisms. The principle is to create different optical paths for each wavelength 

of the spectrum. Figure 1-2 shows a typical stretcher design using two gratings and a 

telescope system. As shown in th is  Figure, the Blue path is longer than the Red one. 

Therefore, Blue wavelengths take more time to travel through the system than Red ones. 

 

 

 

 

 

 



 
 

P a g e  | 206 

Once stretched, the pulse can be amplified in several amplification stages, using regenerative 

and/or single-/multi-pass amplifiers. At the output of the amplifying system, the energy 

does not depend on the input pulse duration delivered by the oscillator. The limit comes 

from possible damage that could be caused to the amplifying material. The amplified pulse 

energy which can be reached without damage is higher if the stretched pulse is longer. 

After amplification the pulse must be compressed. A compressor device based on a 

wavelength dispersion system similar to the stretcher (see Figure 1-3). This compressor is 

theoretically able to compensate for any stretching introduced into the pulse, but the 

gratings need to be perfectly aligned. Particularly, the incident angle onto the compressor has 

to be finely adjusted in order to compensate for the stretcher and the dispersion effects 

through the amplifier. 

 

 

 

 

 

Figure 1.3 Pulse compressor principle 

Figure 1.2 Stretcher principle 
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1.2 Oscillator 

The Oscillator Femtosecond seed pulses for the CPA amplifier are provided by a laser 

oscillator. The femtosecond laser oscillator has four major components: the gain material, the 

pump laser, the feedback mirrors that form an optical resonant cavity, and the dispersion 

compensation optics. Femtosecond pulses from the oscillator cavity are generated by a 

mechanism called mode locking. To generate 10 fs pulses, the phases of N=106 modes must 

be the same. 

 

1.3 Contrast Ratio Booster 

In order to improve contrast ratio, an optional module is available. This module consists of a 

compact multipass amplifier to amplify the oscillator output up to the microjoule level. The 

pulse is then cleaned by a saturable absorber that removes residual ASE (Amplified 

Spontaneous Emission) background of the oscillator pulses before seeding. This module also 

contains an electro-optical device, the pulse picker, which creates a 10 Hz pulse train from 

the 80 MHz oscillator pulse train.  

 

1.4 Regenerative amplifier 

The first amplification stage consists of a regenerative amplifier producing around 1mJ 

stretched pulses at 10Hz. It includes two Pockels cells: one is used to seed the stretched 

pulse into the regenerative cavity and the other dumps out the pulse at the maximum energy 

level. High power multipass amplifiers use only flat mirrors and do not affect the beam 

quality. An electronic module is installed to synchronize and switch the different Pockels 

cells involved in the system. 

 

1.5 Multi-pass amplifiers 

The high-power amplification delivered by the system is delivered by multi-pass 

amplifiers. The Nd:YAG CFR200 laser produces the gain in the first multi-pass amplifier (called 

Pre-amplifier). The second multi-pass amplifier is pumped by 1.2J @ 532 nm delivered 

by one Propulse Nd:YAG laser  The main amplifier is pumped by 5 J delivered by 2 Propulse+ 

Nd:YAG lasers. Due to the high average power of the pump beams a cryogenically cooled 

Ti:Sapphire mount is used in the main multi-pass amplifier.  
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1.6 Acousto-Optic Programmable Modulators  
 

For Short pulse (<30fs) requirements, an optional AOPDF Acousto-Optic Programmable 

Dispersive Filter (or Dazzler) is added, right after the pulse stretcher. For standard laser 

systems, the Dazzler is used as a phase modulator to pre-compensate dispersion and 

phase distortions introduced throughout the laser system, but also as an amplitude modulator 

to optimize the laser output spectrum. In the Pulsar, the problems of phase compensation and 

amplitude modulation are totally de-correlated. The Dazzler would only be used for phase 

control, while another device, the Mazzler, would be used to optimize and enlarge the 

spectrum. This allows decreasing the pulse duration down to 20fs. 

  

Figure 1.4 Principle of the Mazzler for a simple laser resonator 

 

Figure 1.5 Schematic layout of the 40TW laser system arrangement 

 

Compressor  

(main) 
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2. OPERATION OF THE 40TW LASER SYSTEM AT CPPL 

Important precautions! 
1) Make sure you wear the laser safety goggles when the laser is on.  
2) Remove any reflective items like watches, rings, etc. 
3) Never look at the height level of the beam propagation. 
4) Always follow the instructions that will be given to you by the lab 

staff. 
At the start of the session you will be asked to sign a declaration confirming that the above-

mentioned instructions have been transmitted to you verbally by your tutor, and that you 

undertake to follow them to the letter. 

The operation of the laser system is mainly realized from a terminal computer that controls 

and monitors several parts of the laser system (Figure 2-1). The spectrum and the beam 

quality are monitored at several stages of the laser system. The main controls are at two 

panels. 

➢ GenPulse panel communicates with the Gepulse device that  

• controls the high voltage and the trigger of the 4 Pockels Cells (Pockels) at the 

Booster and Regenerative Amplifier (Regen) 

• controls the shutter for the seed beam and for the cavity of the Regen, as well as the 

shutter output of Amplifier-1 (Ampli1) 

• controls the trigger signals for the acousto-optic modulators, Dazzler and Mazzler  

• controls the single-shot/burst-mode/frequency-divider shutter  

• generates the 10Hz clock signal, from the division of the Oscillator’s pulse train (RF), 

that is used for all the synchronizations 

• supply power to several photodiodes of the system 

 

 

➢ MasterPulse panel communicates with the MasterPulse device that 

Figure 2.1 Screen capture of the main panels for controlling and monitoring the laser system 

GenPulse 
MasterPulse 

Spectrometer 
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• controls the trigger signals of the flashlamps and the Pockels for all the pump laser, as 

well as their shutters 

• generates self-clock from the RF signal and the 10Hz trigger from GenPulse to 

eliminate synchronization jitter 

• controls the trigger signals for all the cameras of the system 

• receives external interlocks from the Cryostat system and the Vacuum Compressor 

and checks consistency of the RF signal, to disable channels in case of fault 

There are also other panels to control: the flashlamps voltage of the two Propulse pump laser, 

the Attenuator (Atten) of the last amplifier output (Ampli3), the vacuum and the motorized 

stages at the Vacuum Compressor chamber. 

 

2.1 Start-up procedure of the 40TW Laser System 

• The start-up procedure of the Laser System comprises of several check points and probably 

adjustments before the system is ready to operate at full energy. First step is to power on 

the Oscillator device as well as the pump laser that will be used and let them about 15´ to 

stabilize. Also, the Cryostat system needs about 30´ to reach -150 °C.  

• The Oscillator’s mode-locked operation and output power is the first check to make. The 

beam at the entrance of the Booster is monitored by a camera. The RF pulse train as well 

as that inside the Regen cavity is monitored by a fast osciloscope. The proper operation of 

the lasing cavity (bulid-up time) is checked before seeding by the 10Hz chirped pulse output 

of the Stretcher. The beam inside the Regen cavity is also monitored by camera. After 

checking the operation of the seeded Regen the beam is proceeded to the first amplifier 

(Ampli1) where cameras for the near field (NF) and the far-field (FF) of the beam profile is 

used to monitor the amplifier output. Also, at this point is checked the spectrum of the beam 

that should be almost flat-top with a FWHM of ~70nm centered at ~800nm as it is properly 

shaped by the opto-acoustic modulator Mazzler inside the Regen cavity. The energy value 

and stability at the output of the Regen-Ampli1 unit is measured.  

• Then the beam alignment at the second amplifier (Ampli2) unit is checked/adjusted using 

the installed iris and the energy output is measured. The beam alignment is also checked at 

the third Amplifier (Ampli3) and the energy is measured before the Attenuator (Atten) inside 

the Ampli3 unit. The energy after the Ampli3 unit is measured by setting in the Attenuator 

panel the energy value to 100% and the maximum energy is checked by adjusting the 

rotation offset values. After that the system is ready to operate with increased energy by 

pumping the last amplifiers. 
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• The Cryostat system has to reach -150°C before starting the first laser pump (Propusle1) of 

the last amplifiers. Furthermore, the flashlamps of the pump lasers have to operate at least 

for 15´ to stabilize their performance. The Propulse1 laser pumps both Ampli2 and Ampli3. 

It is safer to block the IR seed beam, by Ampli shutter, before starting the pumping. The 

covers of the amplifiers units should be in place before start pumping! Also, always 

beware of what/where will be the path/use of the high energy output. First to check is 

the full energy output of Ampli2 by placing the energy meter there before enable pump. 

Never place/remove anything at the beam path while the beam is on to avoid any 

hazard reflection! Beware to first enable (open) the shutter of the Propulse laser before 

enable its Pockels and, in reverse, first disable Pockels before close the shutter. Never move 

the shutter while the beam is on! While the amplifier crystal is pumped Ampli-shutter is 

enabled to release the beam. After the energy/stability measurement, disable Ampli-shutter, 

disable Propulse1 Pockel and then disable (close) its shutter. The meter is placed before the 

Atten inside Ampli3 unit and the steps are repeated to enable Propulse1 pumping and the 

IR beam to measure the energy/stability there. Then Ampli-shutter is disabled, the second 

pump laser (Propulse2) is started and the IR is unblocked to measure the full energy of the 

Laser system. Following the same safety rules the energy after Atten is also measured. 

During the previous measurements the beam profile/position is also checked at the NF and 

FF cameras of each amplifier output. 

• After that the high energy beam can proceed to the pulse compressor in the vacuum chamber 

(Vacuum Compressor) and utilize the diagnostics for the compressed fs pulses by exported 

part of the beam energy from the chamber. Also, by a beam-splitter, 5% of the Ampli2 output 

energy comprises the probe beam which through a similar pulse compressor provides 10mJ 

energy pulses of down to 25fs duration, synchronized to the main beam. The low energy 

probe allows the compressor (Air Compressor) to operate without needed to be under 

vacuum. The pulse duration of the probe beam is measured by a single shot autocorrelator 

(Bonsai) that can provide measurement down to 20fs pulses. For the main beam is used a 

more sophisticated measurement system (Wizzler) that provides high contrast and single 

shot spectral phase and intensity measurements of nearly compressed ultrafast laser pulses. 

The measurement technique is named “Self-Referenced Spectral Interferometry” (SRSI) in 

which a reference pulse with a flat spectral phase and a broad spectrum is collinearly 

generated from the pulse to measure by cross-polarized wave generation (XPW). Fourier-

Transform Spectral Interferometry treatment of the single shot interferogram between the 2 

delayed pulses provides high-dynamic spectral phase and intensity measurement, as well 

as a confirmation of the measurement validity. Wizzler provides also feedback to the Dazzler 
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opto-acoustic modulator which applies phase correction to the beam at the output of the 

Stretcher in order to improve the measured pulses after the Compressor. Wizzler/Dazzler 

feedback loops comprise a powerful compression optimization tool to achieve Fourier 

transform limited (FTL) pulses. Another diagnostic of the compressed main beam is the 

measurement of the temporal contrast of the pulses by a third-order cross-correlator device 

(Sequoia) with high dynamic range (>109). Also, a camera is used as a pointing monitor of 

the main beam by recording the focal spot of the partially exported beam after passing a 

lens. To utilize the above diagnostics the proper beam energy should be set for each of them. 

 

2.2 Shut-down procedure of the 40TW Laser System 

• Set the Attenuator at 0%. Turn of the Propulse pump lasers, initially disable their Pockels 

and then their Shutter. Block the seed beam by closing the Ampli-shutter. 

• At MasterPulse panel: Stop the flashlamps of Propulse lasers, Stop the Pockels and 

flashlamps of the pump laser of Ampli1 (CFR200) and that of Regen and Booster (ULTRA). 

Stop the triggers (“flash” button) for all the cameras. 

• At GenPulse panel: Disable the triggers of the 4 Pockels of the Booster and Regen, disable 

their voltage, disable the regen-shutter and seed-shutter. 

• Turn off the Cryostat compressor. Turn of the power supplies and the chillers of Propulse 

lasers. Turn of the CFR200 and ULTRA pump lasers. 

• Stop the Oscillator without turn of the power supply.  

• Make sure to block the beam exit of each unit of the laser system to be safe for the next 

start-up. 
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3. LASER-MATTER INTERACTIONS EXPERIMENTS AT CPPL 

In this section are briefly presented some of the experiments carried out at the CPPL regarding 

to the laser pulses interactions with matter.  

 

3.1 Introduction to the pump-probe technique for “watching” the evolution of 

fast events 

The pump-probe technique constitutes a very well established method for monitoring 

ultrafast phenomena. With the term “ultrafast” phenomena we refer to physical processes that 

evolve within times of several tens of femtoseconds to several tens of picoseconds. Therefore, 

the ultimate tool for achieving this goal is the femtosecond Laser, with a broad-band and 

therefore ultra-short output pulse. 

The basic principle is depicted in Figure 3.1 and is summarized in the following: the output of a 

short-pulse laser is split in two parts, the pump and probe pulses. The pump hits a sample of interest 

and initiates a physical or chemical process. Examples of processes initiated by the laser beam include 

photo-chemical reactions of molecules or the generation of a mechanical wave on the surface of a 

metallic film. After the excitation by the pump pulse the sample is hit by a probe pulse at variable time 

delays (controlled with the help of a motorized optical delay line) and the corresponding resulting signal 

is recorded. The measured quantity recorded after the interaction of the probe pulse with the sample 

can be its transmission or reflection, ions that are generated due to absorption of probe photons etc 

and is directly dependent on the delay time upon which the probe pulse arrives to the target after the 

initial excitation. By monitoring the probe signal as a function of the time delay, it is possible to monitor 

the decay of the generated excitation and therefore obtain information on the evolution and the 

dynamics of the system under study and the processes initiated by the pump pulses.  

The pulse duration of the pump and probe pulses determines the temporal resolution with which 

the dynamics of the phenomenon under study can be followed, while the wavelengths of the pump 

and probe beams do not need to be identical. In several variables of the basic experimental set up, for 

example, part of the pump beam is firstly up-converted to a higher frequency in a non-linear medium 

and this lower wavelength pulse initiates the desired process or, in the context of a two-colour pump-

probe measurements, two synchronized sources of short pulses (e.g. a laser and an optical parametric 

oscillator, or two parametric oscillators pumped with the same laser) can also be used. These 

experiments have additional advantages for ultrafast spectroscopy, where electronic excitation occurs 

in the short-wavelength range of the spectrum. 
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Figure 3.1 The basic experimental set-up for carrying out a pump-probe experiment. The 
optical delay line introduces the variable delay between the pump and the probe pulses. The 
measurable quantity (generated ions, probe reflectivity etc) is a fundamental parameter for the 
pump-probe experiment 

 

3.2 Low intensity laser-matter interaction 

3.2.1 Acoustic waves on metallic thin-film targets with pump-probe transient reflectivity 

method 

When an intense unltra-short pulse irradiates a solid target, acoustic waves are generated. These 

waves are the result of the sudden and localized increase of temperature, which results in rapid thermal 

expansion and generation of mechanical waves propagating along the material surface. The increase 

of temperature arises due to the energy transfer from the electronically excited atoms of the irradiated 

sample to the lattice. Excitation of acoustic pulses by a pulsed laser in solid targets is of great interest 

due to extensive applications of pulsed laser technologies in material processing, as well as in non-

destructive material characterization in the nano- and micro-scale. 

The experimental set-up used for studying the evolution of the elastic waves is shown in Figure 3-

2. Initially the laser pulse from a Ti: Sapphire-based amplifier laser system (1 kHz repetition rate, 35 fs 

pulse duration and maximum energy of 1.5 mJ at ~795 nm.) is split into the pump and probe beams. 

The pump beam hits the metal film surface perpendicularly, loosely focused by means of a spherical 

broad bandwidth metallic mirror to achieve a fluence, which is within the thermoelastic regime for the 

metals under study. The probe beam is incident at an angle of ~30°-40° and orthogonally polarized 

relative to the pump beam, focused by means of a parabolic metal mirror, while its fluence is kept at 

significantly lower levels compared to the pump in order to avoid contribution to the excitation 

dynamics.  
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Important optomechanical components for the experiment: 

1. A variable optical delay introduced between the pump and probe pulses. Here a minimum 

temporal delay step of 0.8 fs is achieved.  

2. An imaging system used to monitor the relative position and size of the two beams on the 

interaction region. The probe beam spot should be kept smaller than the pump spot by a factor of ~4 

and located at the central part of the latter.  

3. A mechanical chopper modulates the pump beam at a lower frequency.  

4. A small portion of the probe beam is split and is directed onto a balanced photodiode along with 

the probe beam reflected from the sample surface. The output of the photodiode is the difference of 

these two signals. The probe beams simultaneously illuminating (with ns resolution) the two inputs of 

the balanced photodiode should be of equal power, so that in the absence of the pump beam the 

photodiode output is zero. The balanced photodiode output signal is directed to a dual channel lock-in 

amplifier which detects signal differences at the pump beam modulating frequency. This detection 

scheme allows for reflectivity changes of the order of ~10−5 to be resolved. Specially developed 

software is used to simultaneously control the temporal delay and detection instruments, and for data 

recording. 

 

Figure 3.2 Experimental setup for the femtosecond degenerate pump-probe 

differential reflectivity method 
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3.2.2 Imaging acoustic waves on metallic thin-film targets with pump-probe full field 

Interferometry 

Laser focusing on the metal surface leads to the absorption of energy and a local temperature 

increase, with the released thermal energy subsequently expanding far from the interaction area, in 

the form of Surface Acoustic Waves (SAWs). The wave characteristics depend on the material 

(thermal and mechanical properties, optical penetration depth etc.), as well as on the laser energy and 

pulse duration. 

Laser-based interferometric detection schemes exploit the high spatial and temporal coherence of 

the laser radiation to record the scattered light from the distorted surface, within a formed 

interferometer, tracking changes in the intensity, phase, reflection angles, or spectrum. Interferometry 

analysis algorithms are applied to the detection of surface acoustic wave propagation and the resulting 

medium modifications, offer a great potential for material diagnostics due to the increased sensitivity 

to local features, accuracy and high spatial resolution capabilities in the nano-scale. The simplified 

characterization opportunities provided, have found numerous applications in a variety of research 

disciplines, from material science to biology and medicine.   

Geometrical schemes that combine optical configurations for laser-induction and detection of the 

ultrasonic waves, within one integrated optical set-up, offer an ideal tool for high-resolution, minimally-

invasive studies of microstructures. Figure 3.3 shows the experimental set-up for the dynamic 

nanoscopic characterization of thin films, with the help of SAWs, generated by laser pulses of 

nanosecond duration (pump) and characterized within a Michelson-based interferometric geometry 

by the generation of interferometric fringes from the probe pulses. The probe pulses arrive at a variable 

time delay, which is the result of the different combinations of the optical paths that the two beams can 

follow (solid and dashed lines in Figure 3.3, pump line 1, 2 and probe line 1, 2). 

The objective lens (OL) is placed so as to have its back focal plane laying on the sample surface, 

which is then focused on the surface of the CCD. The CCD camera records interference fringe patterns 

with the probe beams, after BS2, traveling along the two arms of the Michelson interferometer 

arrangement (shown in Figure 3-3). Fringes are formed from the sample surface and the metallic mirror 

M. The fringe pattern reveals information about the modified scattered probe beam coming from the 

thin film surface, and therefore, about the effects of the laser-induced surface waves on the sample. 

 

 

 

 

 



 
 

P a g e  | 217 

 

 

 

 
 

 
 

  
Figure 3.3 

Schematic representation of the experimental set-up used for the 

generation and detection of SAWs with ns laser pulses at 532 nm.  

M (black)-Metallic Mirrors,  

FM (red)-Folding Mirrors,  

P-Polarizer,  

BS1,2-Beam Splitters, 

OL-Objective Lens, L-Lens,  

CCD-Camera. 
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3.3 High intensity laser-matter interaction 

3.3.1 Target Normal Sheath Acceleration of Protons to MeV Energies 

The experiments currently 

performed at the TW interaction 

chamber focus on accelerating MeV 

protons by taking advantage of the 

Target Normal Sheath Acceleration 

Method (TNSA). This method occurs 

when metal foils (in this case 

aluminium) with a thickness of few 

microns are being irradiated with ultra-

intense laser pulses. The strong electric 

field of the laser pulse ( 1012 V/m) pulls 

electrons from the surface of the target 

away from the heavy ions thus forming 

a strong charge separation. The 

electric field created by this separation 

accelerates the ions to kinetic energies of many MeV. 

The energy of each pulse is up to 1 J and the pulse duration 25 fs. A 15 cm focal length 

parabola is focusing the beam down to a 3 μm spot resulting to peak intensity above 1020 

W/cm2. A retro reflection imaging setup is used for the optimization of the focal spot on every 

target before the shot.  

In order to determine signal from the produced protons, stacks of radiocromic films (RCF) 

are being used. These films are covered with a dye, which undergoes a colour change when 

exposed to ionizing radiation. By using a calibrated set of RCFs an estimation of the produced 

protons can be made. Furthermore, this diagnostic is combined with a plastic nuclear track 

detector known as CR39. When protons of a few MeVs pass through this plastic, they create 

damage at their stopping point. In order for this damage to be revealed, the plastic needs to 

be placed inside a solution of sodium hydroxide at 90o for several hours. Thus, the number of 

protons can be measured and if it is combined with a spectrometer, the full energy spectrum 

can be obtained. Along with these diagnostics a novel polymer gel is used. In this gel the 

energy deposition is similar with the one of the human tissue. Ionizing radiation deposited in 

this gel can be measured after an MRI scan. This diagnostic provides vital information on 

using these MeV protons for medical applications. While this gel has to be kept in atmospheric 

pressure, a re-entrance tube is used. 

Figure 3.4 Photograph of the experimental setup for 

TNSA into the vacuum chamber. The re-entrant tube 

for proton radiation on a sample is also displayed 
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Furthermore, optical probing diagnostics like shadowgraphy and interferometry are also 

used for characterizing the produced plasma on the surface of the aluminium foils. The 

synchronized probe beam originating from a fraction of the main beam before the last 

amplifier, is passing through a delay stage and a frequency doubling crystal (400 nm) and 

after probing the target, ends up to the diagnostics table. 

  

3.3.2Table-top XUV-source by laser-gas interaction 

High-harmonic generation (HHG) provides a powerful source of ultrashort coherent radiation in the 

XUV and soft-x-ray range and is the main component of the of ultrafast science field. Generally, when 

a non-linear medium is exposed to femtosecond laser radiation with intensities ≥1014 Wcm-2 the atoms 

are ionized and the freed electrons are accelerated by the laser field in the presence of the core 

potential. A small number of these electrons may recombine with the parent ions emitting the gained 

energy. 

  

                         Figure 3.5 Three step model                                 Figure 3.6 Phase matching 

Changing scale from microscopic to macroscopic, the key issue for efficient HHG is the coherent 

addition of the generated pulses also known as phase-matching both in temporal and spatial domain. 

The main reasons for phase-mismatching are the dispersion, when the pulses propagate in the non-

linear medium and the system geometry. In order to avoid phase-mismatching techniques have been 

developed such as quasi phase-matching. (e.g. gas-filled hollow capillary and multi-jet and multi-gas 

arrays), and loose focusing geometry. 

In order to obtain clean interaction conditions, a gas target is needed that is spatially well confined 

so that interaction happens only at the ultrahigh intensity laser focal spot. Laser-matter interactions are 

strongly nonlinear processes and depend on the exact density profile of a given target and on its shot-

to-shot reproducibility. This makes tailored and well characterized gas targets an essential prerequisite 

for these experiments. 
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Figure 3.7 Gas jet characterization set up                                                                          

 

 

 

 
Figure 3.8 Gas jet  

 

 
 

Figure 3.9 Gas jet interference imaging 

 

 
Figure 3.10 Density Profile 
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1. INTERACTION OF TW LASER PULSES WITH METAL TARGETS 

1.1 Introduction 

The aim of this laboratory is to give you the opportunity to get practical experience on the 

final preparation steps and the implementation of high power laser shots to solid targets. The 

solid targets to be shot, as well as the necessary auxiliary targets, have already being placed 

on the motorized rotational stage into the experimental chamber, which is already pumped 

down to low pressure, since this takes several hours. Therefore, the participant will be involved 

in the procedures of the experiment that can be performed with the experimental chamber 

under vacuum. These will be: the preparation of the imaging diagnostics shadowgraphy and 

interferometry, the fine synchronization of the probe with the main beam, the optimization of 

the main beam focal spot on the targets by retro-reflection imaging and finally the 

implementation of high power laser shots to solid target. The captured images of the imaging 

diagnostics at different shot conditions will be further analyzed to extract information of the 

generated plasma. 

The experiments will be carried out at the 1.5 m diameter vacuum chamber utilizing the 

main beam output of the 40 ΤW laser system along with the synchronized probe beam output. 

The laser system provides laser pulses of up to 1 J energy into 25 fs duration and by focusing 

down to a 3 μm spot, intensities above 1020 W/cm2 are achieved. This tight focus on the targets, 

of the initially 5.6 cm diameter beam, is realized by a short focal length parabola mirror installed 

in the experimental chamber. The laser compression chamber, that is under high vacuum, 

optically connects to the experimental chamber through a gate-valve with window that allows 

to work in air pressure at the experimental chamber without breaking the vacuum of the laser 

compression chamber. The main beam pulses have a spectrum of about 70 nm FWHM (full 

width half maximum) centered at about 800 nm wavelength. The probe beam is doubled in 

frequency before being used for imaging diagnostics so that it is easily filtered from the 

scattering light of the main beam. 

Next, a brief introduction concerning basic knowledge on the laser plasma interactions is 

given, relevant to the experiment, along with a description of the two imaging techniques that 

will be used. Afterwards, are given the instructions for the experimental procedure of this 

laboratory session.  
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1.2 Basic Processes on Laser Plasma Interactions 

Here we present some basic quantities and absorption processes, which are related to the 

experimental work.  

1.2.1 Plasma frequency  

In a plasma, if electrons are pulled away from the ion background, electric field will be created 

forcing them to return to their initial positions and restore neutrality. But due to their inertia, 

electrons will oscillate around their equilibrium position with a frequency known as the plasma 

frequency: 

𝜔𝑝 = √
𝑛𝑒𝑒2

𝑚𝑒𝜀0
 

 

(1) 

where ne is the electron density and ε0 the vacuum permittivity. 

From this equation we can see that for any radiation frequency there is a unique electron 

density–named critical density (nc)–above which the wave does not propagate but rather is 

reflected. This critical density allows us to separate the laser-plasma interaction studies into 

two regions, named underdense (ne < nc) and overdense (ne > nc).  

 

1.2.2 Ponderomotive force 

An electron oscillating in the presence of a sinusoidal uniform electric field will return to its 

initial position after one cycle. For a laser pulse though, with an amplitude varying both in time 

and space, the electron will experience a larger force in the areas where the field is stronger. 

Therefore, the net force averaged over one cycle drives the electron away from high intensity 

regions. This force known as ponderomotive force can be described as: 
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1.3 Laser absorption in Overdense plasma  

When a laser pulse interacts with an overdense target such as a metal target, there are a few 

possible absorption mechanisms that might occur. The contribution for each mechanism 

depends on the pulse characteristics and on the laser intensity. The absorbed energy is 

transferred to the electrons, which accelerate away from the heavy ions thus forming a charge 

separation. The electric field created from this separation, forces the ions to accelerate to a 

wide range of kinetic energies. For protons, these kinetic energies can reach the values of 

many MeV. 

 

 
 
 
 
 
 
 
 
 
 
 

1.3.1 Resonance Absorption & Vacuum Heating 

When a laser pulse propagates along the gradient of a 

plasma density, there is a point where it is reflected. The 

distance between this region and the critical density depends 

on the angle of incidence: nr = nc cos2θ.  At the turning point, if 

there is a component of the electric field along the density 

gradient (p-polarisation), it can excite a plasma wave on the 

critical surface. The field associated with this wave can 

accelerate electrons with energies up to hundreds of keVs.  

However, this mechanism refers to situations where the 

scale length of the density gradient is many laser wavelengths. 

For density gradients less than a wavelength, no such 

resonance appears.  

 

Due to the large electric fields, electrons from the surface can be pulled into vacuum and then 

sent into the plasma with a random phase. This mechanism called Vacuum heating is 

Figure 1.1 Plasma expansion on a solid 
target irradiated by an ultra-intense laser 
pulse 

Figure 1.2 Resonance absorption 



 
 

P a g e  | 226 

considered to be the dominant absorption process in interactions of ultra-short and ultra-

intense laser pulses with solid targets. 

 
1.3.2 J x B Heating 

The J x B term refers to the second term of the right hand side of the Lorentz equation. This 

term is negligible and usually crossed out for velocities much lower than the speed of light. 

That means that the JxB term is taken into account only in the relativistic regime. As a process 

it is very similar to vacuum heating, only that this time the oscillation takes place twice the 

laser frequency. It is accepted, that for relativistic intensities (> 1019 W/cm2) this absorption 

mechanism is the dominant one. 

 

1.4 Plasma Diagnostics 

Here we briefly describe the two imaging techniques for plasma diagnostics that will be used 

in this experimental work. 

 

1.4.1 Shadowgraphy 

A very common diagnostic used to image variations in space–such as plasma formation–is 

shadowgraphy. A light ray passing through a disturbed area experiences a different refracting 

index, thus it bends. This technique is sensitive to the second special derivative (Laplacian) of 

the medium refractive index. This implies that a disturbance with a constant gradient of the 

refractive index will not appear in the shadowgraph, due to the fact that all rays will bend the 

same way. 
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1.4.2 Interferometry 

In order to extract quantitative results, one has to use a diagnostic sensitive to even the 

smallest fluctuations of the medium. One of the most popular techniques that meets this 

requirement is interferometry. To understand the working principle of this technique, we 

present the so-called Mach-Zehnder interferometer. The probe beam is split into two arms, 

one of which is passing through the disturbance. Then, the two beams meet again and 

interfere resulting in an image of bright and dark fringes due to the phase difference between 

the two beams. The part of the diagnostic beam passing through the disturbance will be phase 

shifted, resulting in a different interference pattern, compared to the one resulting from the 

beam propagation outside the disturbance. The phase difference between the two types of 

fringes is proportional to the disturbance density.  

 

 

 

 

 

 

Figure 1.3 The shadowgraphy imaging technique. Parallel light rays passing 
though the disturbed medium deflect and arrive at different points on the 
screen creating brightening and darkening areas. 

 



 
 

P a g e  | 228 

 

 

When the region of interest is small compared to the probe beam diameter, a Nomarski 

interferometer can be used. In this type of interferometer the probe beam, after the plasma 

region, passes through a birefringent Wolaston prism in which it splits into two beams of 

perpendicular polarizations that propagate at different angle. This allows the region of interest 

from the image of the one beam to interfere with the background from the other one. This 

technique has a more convenient setup and is more insensitive to external disturbances as 

there is not a separate reference beam path.   

  

Figure 1.4 A typical Mach–Zehnder interferometer. The phase shift of the probe beam 
caused by the disturbance is visible due to the change of the fringes in contrast with the 
background ones 

Figure 1.5 Schematic of the Nomarski interferometry principle  
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2. EXPERIMENTAL WORK 

Important precautions! 

5) Make sure you wear the laser safety goggles when the laser is on.  

6) Remove any reflective items like watches, rings, etc. 

7) Never look at the height level of the beam propagation. 

8) None should be in the target room during the full shot experiment. 

9) Always follow the instructions that will be given to you by the lab 

staff. 
At the start of the session you will be asked to sign a declaration confirming that the above-

mentioned instructions have been transmitted to you verbally by your tutor, and that you 

undertake to follow them to the letter. 

  

Figure 1.6 Experimental setup diagram 
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2.1 EXPERIMENTAL PROCEDURE 

1) A principal advice is to make sure that you write down any value setting before and 

after you change it. This could save you valuable time in many cases. 

2) Before open the gate valve that connects the laser chamber with the target chamber 

make sure that both pressures are below 5 x 10-6 mbar. Open gate valve. 

Prepare the laser probe imaging diagnostics 

3) Switch rotation stage to the crosswire position. 

4) Ask from the laser-staff to provide you the probe beam at 10 Hz and low energy.  

5) Apply to the shadowgraphy and interferometry CCD cameras the appropriate ND 

(neutral density) filters for the 10 Hz low energy operation of the probe beam. 

6) Install the Wolaston prism and the polarizer to build a Nomarski interferometer. 

7) Measure the magnification of both shadowgraphy and interferometry images. 

8) Block the probe beam and check the retro reflection of the main beam at the respective 

(retro) camera. Ask laser-staff to provide you the main beam at 10 Hz and very low 

energy for the crosshair target. Check the retro-reflection and then ask laser-staff to 

block the main beam. 

Synchronize the beams 

9) Switch rotation stage to the glass slit position in order to synchronize the probe with 

the main beam.  

10) Ask laser-staff to provide you the main beam at 10 Hz and appropriate energy for 

glass-test synchronization while also provide low energy probe.  

11) Follow the instructions to find the Τ0 (tau zero) position of the probe delay line.  

12) Ask laser-staff to block the main beam. 

Preparation for the single shot experiment 

13) Switch rotation stage to the target position. 

14) Apply the appropriate ND filters for single shot probe beam at full energy to both 

shadowgraphy and interferometry CCD. Ask laser-staff to provide you single shots of 

the full energy probe beam (~10 times more) while the main beam is blocked. 

15) Start the retro camera to optimize the focal spot for the first target. Ask laser-staff to 

provide you the main beam at 10 Hz and very low energy for the retro reflection of 

target. After optimizing the focal spot cover the camera entrance for full energy shot. 

16) Set the probe delay line position to the desirable time delay for the shot. 

17) Move to the control room and contact with the laser-staff at the laser room to 

collaborate for the following 
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Single shot experiments 

18) Take a single shot reference image with the main beam blocked. 

19) Take a full energy shot and save both shadowgraphy and interferometry images. 

20) Afterward ask for laser operation at 10 Hz very low energy and repeat steps 12-16 for 

different delay times. 

21) After the last shot enter the target area and check for any radiation with the Geiger 

Muller gauge. 

22) Close the gate-valve and follow the final instructions from the staff. 

 

2.2 RESULTS ANALYSIS 

1. Estimate the plasma expansion velocity from the analysis of the shadowgraphs that 

you take at different probe delays. 

2. Analyze the interferograms with the proper software that will be given to you along 

with all the necessary information to use it.  Extract quantitively information for the overall 

phase shift and the plasma density. 

3. Discuss the results. 
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