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science



Which one is this song?



Which one is this song?



Which one is this song?



We understand objects better, at the 
“proper” level of abstraction



If we are only interested in pitch classes…

Extraction of relative

pitch classes

Extraction of relative pitch class profile (rPCP)



Bach chorales (BC)

Jazz standards (JS)

x

Major third

Minor third

What is the left-to-right dimension?

Principal Component Analysis



Harmonic features

Cambouropoulos, E. (2016). The harmonic musical surface and two novel chord representation schemes.
In Computational music analysis (pp. 31-56). Springer, Cham.

General Chord Type

Directional Interval Class

Chord Transition Spaces



Drums features

Kaliakatsos–Papakostas, M. A., Floros, A.,&Vrahatis, M. N. (2013). EvoDrummer: Deriving rhythmic patterns through interactive genetic algorithms.
In International Conference on Evolutionary and Biologically Inspired Music and Art (pp. 25-36). Springer, Berlin, Heidelberg.



Musical surface

FeaturesCategorization New musical surface!

”Compress”
information

Generative process

Why not just directly mix things up?
Why do we have to go 

through feature extraction?



Importance of abstraction / compression / 
high-level features

• Simple math, as we know it, seems to work when moving to abstract 
representations (more on that later).

• Creating abstractions is suspected to be in the core of our cognition, 
consciousness and creativity (more on that later).



Simple math works well when moving to 
abstract representations



Example: Real-time control or “dissimilarity”
Drume – iPad app

Kaliakatsos–Papakostas, M. A., Floros, A.,&Vrahatis, M. N. 
(2013). EvoDrummer: Deriving rhythmic patterns through 
interactive genetic algorithms.
In International Conference on Evolutionary and Biologically 
Inspired Music and Art (pp. 25-36). Springer, Berlin, Heidelberg.



Example: polyphonic melodies – iteration 0

Irregular rhythm
Almost monophonic

Small range
Few notes

Kaliakatsos-Papakostas, M. A., Floros, A., 
& Vrahatis, M. N. (2016). Interactive 
music composition driven by feature 
evolution. SpringerPlus, 5(1), 826.



Example: polyphonic melodies – iteration 1

Irregular rhythm
Almost monophonic

Small range
Few notes



Example: polyphonic melodies – iteration 2

Irregular rhythm
Almost monophonic

Small range
Few notes



Example: polyphonic melodies – iteration 3

Irregular rhythm
Almost monophonic

Small range
Few notes



Example: polyphonic melodies – iteration 4

Irregular rhythm
Almost monophonic

Small range
Few notes



Creating abstractions is suspected to be in the 
core of our cognition, consciousness and creativity



Why is abstraction useful?

Video part from: The Origin of Consciousness – How 
Unaware Things Became Aware
https://www.youtube.com/watch?v=H6u0VBqNBQ8

Feinberg, T. E., & Mallatt, J. (2013). The evolutionary and genetic origins of consciousness in the Cambrian Period over 500 million years ago.
Frontiers in psychology, 4, 667.

https://www.youtube.com/watch?v=H6u0VBqNBQ8


Conceptual Blending

Example from the COINVENT project (2013-2016)

http://coinvent.uni-osnabrueck.de/ Fauconnier, G., & Turner, M. (2003). The way we think: Conceptual blending and the mind's 
hidden complexities. Basic Books.

http://coinvent.uni-osnabrueck.de/


Compressing information within the most 
salient features

Input 1 - shark:

ftr 1 – color: grey

ftr 2 – body shape: fishy & fin

Input 2 - zebra:

ftr 1 – color: zebra pattern

ftr 2 – body shape: horse-like

Blend:

ftr 1 – color: ?

ftr 2 – body shape: ?

Blend A:

ftr 1 – color: grey

ftr 2 – body shape: horse-like

Blend B:

ftr 1 – color: zebra pattern

ftr 2 – body shape: fishy & fin

Kaliakatsos-Papakostas, M., & Cambouropoulos, E. (2019). Conceptual blending of high-level features and data-driven salience computation in 
melodic generation. Cognitive Systems Research, 58, 55-70.



Conceptual Blending of Features
Example in drum rhythms

“Latin” “Metal”

syncopated snare dense kick

? syncopated snare
dense kick

We need a “blend” with:

High-level Representation



Conceptual Blending of Features
Example in drum rhythms

“Latin” “Metal”

Possible “blend”

More examples at:
http://ccm.web.auth.gr/drumsblending.html

Kaliakatsos-Papakostas, M. (2018). Generating drum rhythms through data-driven conceptual 
blending of features and genetic algorithms. In International Conference on Computational 
Intelligence in Music, Sound, Art and Design (pp. 145-160). Springer, Cham.

http://ccm.web.auth.gr/drumsblending.html


The problem with feature-driven generative 
systems
There are trillions (or more) of nonsense:

• rhythms with given syncopation and density values,

• cadences with both upward and downward step motion to the tonic,

• melodies with specific pentatonicity and syncopation values,

• improvisation accompaniments with specific characteristics…

How do we filter the bad ones out? How do we know which ones are 
good?

Features New musical surface!
Generative process



Depends on problem and researcher’s intuition.
E.g. in CHAMELEON, cadences are learned independently.

Kaliakatsos-Papakostas, M., & Cambouropoulos, E. (2014). Probabilistic harmonization with fixed intermediate chord constraints. In Proceedings of
The International Computer Music Conference (ICMC 2014).



Example: Real-time accompaniment with no 
constaints

Kaliakatsos-Papakostas, M. A., Floros, A.,&Vrahatis, M. N. (2012). 
Intelligent real-time music accompaniment for constraint-free 
improvisation. In 2012 IEEE 24th International Conference on Tools 
with Artificial Intelligence (Vol. 1, pp. 444-451). IEEE.

Human 
improviser

High-level 
features

Accompaniment

Feature extraction

Surface reconstruction

Genetic Algorithms



Re-inventing a solution through (many) data:
when data speak for themselves



Non-negative Matrix Factorisation (NMF)

Can be only non-negative…

Bach chorales

But we lose information…

x

=



NMF for Bach chorales example



Compressing information with Neural 
networks

.

.

.

prediction for belonging to class 0

prediction for belonging to class 1

prediction for belonging to class 2

prediction for belonging to class 3

prediction for belonging to class 4



Neural networks on steroids

Many data of 
music

(musical surface)

Input
layer

Deep
(possibly recurrent)

layers

output
layer

Musical surface

Abstractions

Musical surface
However, we don’t
know what those
abstractions are…

Black box



Deep neural networks

• They’re good because they are responsible for both compressing and 
decompressing information.

• They’re bad because their abstractions are not “transparent”.

… but researchers are quickly moving towards more “intuitive” or 
“controllable” methods…



Deep neural networks: some recent examples

• Roberts, A., Engel, J., & Eck, D. (2017). Hierarchical variational autoencoders for music. In NIPS Workshop on 
Machine Learning for Creativity and Design.

• Hadjeres, G., Pachet, F., & Nielsen, F. (2017). Deepbach: a steerable model for bach chorales generation. In 
Proceedings of the 34th International Conference on Machine Learning-Volume 70 (pp. 1362-1371). JMLR. org.

• Huang, C. Z. A., Hawthorne, C., Roberts, A., Dinculescu, M., Wexler, J., Hong, L., & Howcroft, J. (2019). The Bach 
Doodle: Approachable music composition with machine learning at scale. arXiv preprint arXiv:1907.06637.

• Makris, D., Kaliakatsos-Papakostas, M., Karydis, I., & Kermanidis, K. L. (2019). Conditional neural sequence learners
for generating drums rhythms. Neural Computing and Applications, 31(6), 1793-1804.

• Kaliakatsos-Papakostas, M., Gkiokas, A., & Katsouros, V. (2018). Interactive Control of Explicit Musical Features in 
Generative LSTM-based Systems. In Proceedings of the Audio Mostly 2018 on Sound in Immersion and Emotion (p. 
29). ACM.

• Burgess, C. P., Higgins, I., Pal, A., Matthey, L., Watters, N., Desjardins, G., & Lerchner, A. (2018). 
Understanding disentangling in β-VAE. arXiv preprint arXiv:1804.03599.



Summary

• We understand objects better, at the “proper” level of abstraction

• Simple math works well when moving to abstract representations

• Creating abstractions is suspected to be in the core of our cognition, 
consciousness and creativity

• In generative systems, going back to musical surfaces from 
compressed / abstract spaces is hard

• Re-inventing a solution through (many) data: when data speak for 
themselves



Thank you ☺

Maximos Kaliakatsos-Papakostas, PhD

Athena Research and Information Centre

maximos@athenarc.gr



Conceptual Blending – a musical example

I
1

I
2

G

B

Properties

of the

Perfect

cadence

Common

properties

Properties

of the

(potentially many)

blends

Properties

of the

Phrygian

cadence

Example from the COINVENT project (2013-2016)

http://coinvent.uni-osnabrueck.de/
See also the CHAMELEON website:
http://ccm.web.auth.gr/blendedharmonisations.html

http://coinvent.uni-osnabrueck.de/
http://ccm.web.auth.gr/blendedharmonisations.html


Conceptual Blending of Features
Example in melodies

“Chinese” “Jazz”

pentatonicity
high syncopation

high rhythm density
many large intervals

? A good blend might include:

High-level Representation

chromatisism
little syncopation

medium rhythm density
many small intervals

chromatisism with high syncopation
or pentatonicity with little syncopation



Conceptual Blending of Features

“Chinese” “Jazz”

rhythm density: 0.50
syncopation: 0.63
pentatonicity: 0.99
small intervals: 0.43

rhythm density: 0.26
syncopation: 0.00
pentatonicity: 0.36
small intervals: 0.76

rhythm density: 0.23
syncopation: 0.00
pentatonicity: 0.99
small intervals: 0.75

Example in melodies

Kaliakatsos-Papakostas, M. Examining the Generation of New Melodies through Generative Conceptual Blending 
of High-Level Features. IJMSTA. 2019 Sept 1; 1 (2): 35-43.


